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Learning outcome

After completing this course, you will:

• have knowledge of basic legal privacy concepts and data protection regulations

• have knowledge of security and privacy enhancing technologies

• have knowledge of concepts of privacy by design and privacy impact assessment

• have knowledge of principles of architectural tactics for privacy and privacy patterns

• be able to map legal privacy principles to technical privacy concepts

• be able to relate security and privacy goals to mechanisms and technologies

• be able to apply privacy by design and perform privacy impact assessments

• be able to apply appropriate architectural tactics for privacy and privacy patterns

12



Part I

Privacy- Philosophy and legislation, GDPR

1 The Concept of Privacy - History and Definitions

1.1 Early History of Privacy
• Aristotle: Public sphere of politics (polis) vs.

private/domestic sphere of family (oikos)

• Long practiced concept, e.g.:Hippocratic Oath,
Seal of confessions, Secrecy of letter correspondence
(e.g., in Prussia since 1712)

1.2 Construction of privacy by the EU

European Convention on Human Rights (1950): Article 8 - Right to respect for private and family life (and right to

information). Everyone has the right to respect for his private and family life, his home and his correspondence

1.3 Definition - Alan Westin
("Privacy and Freedom", 1967)
"Privacy is the claim of individuals, groups and institutions
to determine for themselves, when, how and to what extent
information about them is communicated to others"

1.4 Definition - Census Decision
(German Constitutional Court, 1983)

• Right to Informational Self-Determination:
Right of individuals to make their own decisions as
regards the disclosure and use of their personal data.

• Derived from the basic rights of Human dignity &
to Self-Determination (Art. 1 (1) & 2 (1) GG)

• Fundamental right & elementary prerequisite for
the functioning of a free democratic society
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1.5 Construction of privacy by the EU (II)

Charter of the Fundamental Rights of the European Union (2000):

Article 7 - Respect for private and family life

Everyone has the right to respect for his or her private and family life, home and communications.

Article 8 - Protection of personal data

1. Everyone has the right to respect of personal data concerning him or her.

2. Such data must be processed fairly for specified purposes and on the basis of the consent of the person con-

cerned or some other legitimate basis [laid down by law. 5/35].

1.6 Privacy Dimensions

• Informational Privacy

• Privacy of communications

• Spatial privacy

• Territorial privacy

• Bodily privacy

2 Basic Privacy Principles

2.1 Basic Privacy Principles

(part of the OECD Privacy Guidelines & most Privacy/Data Protection Laws)

• Lawfulness of processing, e.g. by Informed Consent (c.f. OECD Collection Limitation Principle)

• Data Minimization & Avoidance (c.f. OCED Data Quality Principle)

– Data should be adequate, relevant and not excessive

– Minimization of data collection, use, sharing, linkability, retention

14



• Purpose Specification & Purpose Binding (c.f. OECD Purpose Specification Principle & Use Limitation

Principle)

– "Non-sensitive" data do not exist !

Examples of Purpose Misuse ("function creep"):

– Lidl Video Monitoring Scandal (2006)

– Loyality Card Data use against customer interests

• Transparency and Intervenability (c.f. OECD Openness Principle & Individual Participation Principle)

• Appropriate Security (c.f. OECD Security Safeguards Principle)

• Accountability (c.f. OECD Accountability Principle)

3 Overview to Privacy & Data Protection Laws

3.1 Privacy Legislation - History

3.2 Swedish Sectoral Data Protection laws (lex specialis) - Examples

• Patient Data Act (2008:355) (Patientdatalagen) and the Pharmacy Data Act (2009:367) (Apoteks-

datalag)

• Credit Information Act (1974:182) (Kreditupplysningslagen) and the Debt Recovery Act (1974:182)

(Inkassolagen)

• Camera Surveillance Act (2013:460) (Kameraovervakningslagen) - A Revision will enter into force in May

2018.

Note: All sectoral data protection laws are currently under revisions for achieving compliance with the GDPR.
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3.3 General Data Protection Regulation/Freedom of the Press Act

Protection of personal data and Public Access to Information

3.3.1 Public Access to Information / Right to Privacy

• Freedom to the Press Act: Every Swedish citizen are entitled to have free access to official documents held by

public authorities

– Except: Some official documents containing sensitive information are secret (assessment of potential dam-

age or harm must be considered in each individual case)

vs.

– General Data Protection Regulation (GDPR): Contains general provisions about the processing and pro-

tection of all kinds of personal data

3.3.2 GDPR and Public Access to Information

• GDPR replaces PUL (The Personal Data Act, the implementation of the 1995 EU Data Protection Directive)

• EU regulation - Takes precedence over national legislation (a new game board)

• Does not replace Freedom of the Press Act

– Personal data in official documents may be disclosed (art 86 GDPR) But:

– A public authority is not obliged to provide official documents in electronic form.

– The Public Access to Information and Secrecy Act states that secrecy shall apply to personal data, if it

can be assumed that disclosure would cause the data to be processed in violation of GDPR
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3.3.3 Proposed complementary legislation
(Sweden):

• Data Protection Act

• Research Data Act

• Adjustment of other legislation

3.3.4 Swedish Research Data Act proposes:

• Pseudonymisation or equally strong protection ne-
cessary to process personal data for research pur-
poses

• Ethical review necessary to process sensitive personal
data for research purposes (Ethical Review Act)

4 Privacy Issues

4.1 Privacy Issues - Overview 4.2 Location tracking
Privacy Risks:

• Movement profiles

• Disclosure of the user’s current context

• Activity recognition

• Disclosure of social networks

4.3 (Secret) Mobile Tracking via MAC
addresses

4.4 Smart Grids/Smart Meters
• "The EU aims to [introduce] smart meters by 2020

[to] reduce emissions in the EU by up to 9% [...]"

• Optimised energy use in reaction the the households’
energy use patterns

4.5 Smart meters and privacy risks

• Smart meters "leak" information" about indi-
vidual’s lifestyles

• 2009: Dutch government revokes plans for a mandat-
ory smart meter deployment under consumer pres-
sure

• New smart meter projects must balance privacy and
energy saving by PbD & PIA
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4.6 Privacy Risks & challenges of Big Data

• The sheer scale of data collection, tracking, profiling & detail of the data, from many different sources

• Security of data

• Transparency

• Inaccuracy, discrimination, exclusion & economic imbalance

• Increased possibilities of government surveillance

4.7 Price Discrimination 4.8 Predictive Policing

4.9 Lack of control related to Cloud Computing

• Lack of Transparency in regard to Cloud Service’s
operations:

– Chain with multiple processors & subcontract-
ors

– Different geographic locations within the EEA
– Disclosure requests by law enforcement

• Lack of Intervenability:

– Lack of tools provided for exercising data sub-
jects’ rights
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5 GDPR

5.1 EU General Data Protection Regulation (GDPR) - Background

• Enters into affect on May 25th 2018 & replaces EU
Directive 95/46/EC

Objectives:

• To harmonize data protection laws across Europe

• Modernisation of Data Protection Rules of the Di-
gital Age

• Strengthening the existing rights and empowering
individuals with more control

• Improved level of compliance

5.1.1 Scope

Lex generalis
Material Scope (Art. 2):

• Applies to the processing of personal data wholly
or partly by automatic means, ...

• Some main exceptions: GDPR does not apply for
data processing for:

– Public security, criminal law enforcement
∗ EU Police Data Protection Directive

2016/680 may apply
– Purely private or household activity
("household exemption")

∗ Note: Publishing data on a website or to a
broad audience on Social Networks is not
falling under the household exemption
· European Court of Justice decision in

the Bodil Lindqvist case, 2003
· Art. 29 WP Opinion 5/2009 on online

social networking

5.1.2 Territorial Scope

(Art. 3): The GDPR applies to personal data processing
by controller/processor:

1. established in the EU

2. outside the EU that offer goods and services to, or
that monitor, individuals in the EU

3. in places where EU Member State law applies by
virtue of public international law.

5.1.3 Definitions

• Art.4 (I): ’Personal data’ means any information
relating to an identified or identifiable natural
person (’data subject’);

• Types of personal data:

– Explicitly disclosed data (e.g., name, delivery
address)

– Implicitly disclosed data incl. meta data (e.g.,
IP address, MAC address, cookies, location
data, traffic data)

– Derived data (e.g., user behavioral profiles)
– Third party provided data (e.g., reputation

scores)
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5.1.4 Principles relating to processing of personal data

(Art. 5):

• lawfulness, fairness and transparency

• purpose limitation

• data minimisation

• data accuracy

• storage limitation

• integrity and confidentiality

• accountability

5.2 Lawfulness and Consent

5.2.1 Lawfulness of processing conditions

(Art. 6):

• Consent of the data subject

or processing is necessary:

• for the performance of a contract with the data subject

• for compliance with a legal obligation

• to protect the vital interests of a data subject or another person

• for the performance of a task carried out in the public interest

• for the purposes of legitimate interests pursued by the controller or a third party
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5.2.2 Lawfulness of processing "special categories of data"

(Art. 9(1)): processing of "special Categories of
Data" about

• racial or ethnic origin

• political opinions

• religious or philosophical beliefs, or trade union
memberships,

• genetic data, biometric data for uniquely identifying
a person

• health, sex life or sexual orientation

shall be prohibited.

Exceptions (Art. 9 (2)):

• Explicit Consent

• Compliance with legal obligations related to employ-
ment and social security

• Vital interests

• Data manifestly made public by the data subject

• Legal claims

• Medicine, public health, research

5.2.3 Consent

(Art. 4 (11)): Consent has to be

• Freely given (→ free choice, no negative con-
sequences if no consent is given, unbundled)

• Specific (→ for specific purpose(s), separate opt-in
for each purpose)

• Unambigius indication of an agreement, by a state-
ment or clear affirmative action

– deliberate action, no pre-ticked opt-in boxes or
opt-out constructions

• Informed at least about:

– controller’s identity,
– purposes,
– type of data
– right to withdraw consent,
– any use for decisions based solely on automated

processings, risks of data transfers to third
countries

5.2.4 Conditions of Consent

(Art. 7):

• Controller needs to keep evidence that the data subject consented

• Data Subject has the right to withdraw consent at any time

• Withdrawal shall be as easy as to give consent
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5.3 Data Subjects Rights

5.3.1 Overview to Data Subject Rights

Transparency Rights:

• Right to Information (ex ante)

• Right to Access (ex post)

• (Data Breach Notification)

Intervenability Rights:

• Right to rectification

• Right to erasure ("Right to be forgotten")

• Right to restriction of processing

• Right to data portability

• Right to object to marketing & profiling

• (Right to withdraw consent)

• (Right to lodge complaint with supervisory author-
ity)

5.3.2 Transparency

(Art. 12): General modalities:

• Information to be provided needs to be concise, transparent, intelligible, in easily accessible form, using a clear

and plain language (→ Art. 29 WP recommends multi-layered privacy policies)

• Should be provided by electronic means for electronic requests

• May be provided in combination with standardized (machine readable) icons

5.3.3 Transparency Information

(Art. 13) ex ante Transparency & (Art. 15) ex post Transparency / Right of Access:

• Identity of controller & contact details (incl. DPO)

• Purposes & legal basis for processing

• Data recipients

• International data transfers
and in addition:

• Storage retention periods

• Data subjects rights

• Existence of automated decision making, logic in-
volved & significance and envisioned consequences

(preferably to be presented in multi-layered pri-
vacy policies
Right of Access: Controller shall provide an (electronic)
copy of the data (Art. 15(2))
Art. 15 (4) & Recital 63 - Rights & freedoms of oth-
ers, incl. trade secrets, intellectual property & copyright
protection should not adversely be affected
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5.3.4 Right to Rectification & Erasure

(Art. 16): Right to rectification of inaccurate personal
data without undue delay

(Art. 17): Right to erasure ("Right to be forgotten")
without undue delay, if:

• data are no longer necessary

• withdrawal of consent & no legal basis

• objection

• unlawful processing

• required for compliance with legal obligation

If made public, reasonable steps need to be taken to
inform other controllers that process such data

(Art. 19): Notification obligation to each data recipient

5.3.5 Right to Data Portability

(Art. 20): Right to Data Portability:

• Processing based on consent or contract - Art.
6 (1) (a), (b), 9 (2)

• Right to receive disclosed personal data in a struc-
tured, commonly used and machine-readable format
&

• Right to transmit those data to another controller,
or

• Right to have data transmitted directly between con-
trollers

Note: This does not include derived data or data received
by third parties (e.g. reputation scores).

5.3.6 Right to Object

(Art. 21): Right to object to

• Data processing (incl. profiling) - based on legitim-
ate interests or the performance of a task of public
interest

• Direct marketing (incl. profiling); and

• Data processing for scientific/historical research pur-
poses and statistics

(Art. 22): Right not to be subject to a decision
based solely on automated processing, which:

• produces legal effects concerning him/her

• significantly affects him/her

5.4 Obligations & Rules
5.4.1 Advising, Monitoring, Enforcing
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5.4.2 Clear Rules for Business

• One single set of rules - Which will make it sim-
pler / cheaper for companies to do business in the
EU

• One-stop-shop - businesses will only have to deal
with one single (lead) supervisory authority.

• European rules on European soil - companies
based outside of Europe will have to apply the same
rules when offering services in the EU.

• Risk-based approach - measures tailored to the
respective risks.

5.4.3 Obligations - Controller

• Implement appropriate technical & organiza-
tional data protection measures (Art. 24, 25)

• built into products and services from the earliest
stage of development (Data Protection by Design
- Art. 25 (1))

• to ensure that only the data necessary should be
processed, short stage period, limited accessibility
(Data Protection by Default - Art. 25 (2))

• Select only processors with sufficient guarantees to
implement appropriate technical & organizational
measures (Art. 28)

5.4.4 Obligations - Controller (II)

• Data breach notification to

– the supervisory authority (Art. 33) - without
undue delay & within 72 hours if feasible (Art.
33)

– the data subject - in case of high risk to their
rights and freedom (Art. 34)

• Data Protection Impact Assessment (Art. 35)
- for high risk data processing

• Prior Consultation (Art. 36) - with supervisory
authority

5.4.5 Obligations - Processor & Controller

• Processing by processor governed by contract or
legal act (Art. 28)

• Security of Processing (Art. 32)

– Appropriate measures, such as pseudonymisa-
tion and/or encryption for protecting Confid-
entiality, Integrity and Availability

• Main records of processing activities (Art. 30)

• Designate a data protection officer - DPO (Art.
38)

– Unless data processing is not their core business
activity.

5.4.6 Data Transfers to Third Countries

(Art. 45): Adequacy:
Personal data can only be transferred to third country,
where the Comission has decided an "addequate level of
data protection".

• Special adequacy decisions: Privacy Shield

– Privacy shield replaced Safe Harbor after CJEU
2014 Decision on Screms vs. Facebook

– However: Concerns by EDPS & Art. 29 Work-
ing Party

• Examples of exceptions:

– Standard contractual clauses (Art. 46)
– Binding corporate rules (BCRs - Art. 47)
– Explicit consent (Art. 49)

5.4.7 Administrative Fines

(Art. 83): Supervisory Authority shall impose
administrative fines for infringements of the GDPR, which
shall be effective, proportionate and dissuasive.

Two tier structure:

• Greater of 10 Million € or 2% of global turnover

• Greater of 20 Million € or 4% of global turnover (for
serious breaches)
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6 ePrivacy Regulation

6.1 Draft ePrivacy Regulation - Background

• Proposed in January 2017 by EU Comission

• Lex specialis to GDPR - specific privacy rules for
electronic communications;

• Directly applicable Regulation, replacing the ePri-
vacy ("Cookie" Directive);

• Applies now also to services, such as Skype, Whats-
app, Facebook, Messenger, Gmail...

6.2 Proposed main rules

• Privacy rules for communication content & metadata

• Simpler rules on cookies:

– No consent needed for non-privacy intrusive
cookies

– Privacy-friendly browser settings rule

• Protection against SPAM

• Traditional telecom services may process communic-
ation data for providing additional services or busi-
ness development;

• Enforcement by DPAs in charge of the rules under
the GDPR;

6.3 ”Grave” Concerns by the Art. 29 Working Party with regard to

• Tracking of the location of terminal equipment;

• Conditions under which the analysis of content & metadata is allowed;

• Tracking walls;

• Default settings of terminal equipment/software.
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7 Mapping privacy principles to technology

7.1 Principles relating to processing of personal data
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Part II

Privacy Enhancing Technology (PET)

8 Introduction

Have Objectives:

• Control over Personal Data

• Transparency

• Lawful Processing of Data

• Data Minimization / Avoidance

• Data Security and Integrity

• Identity Management

8.1 What are PETs?

8.1.1 Technical Means for Protecting Personal Data

Standards & Protocols → Tools & Mechanisms

• Transport Layer Security (RFC 5246)

• XACML (eXtensible Access Control Markup Lan-
guage)

• Tor, Mixes, etc.

• Lets Encrypt

• Secure Messaging apps

• Browser extensions, etc.

8.1.2 PETs and the GDPR

to be compliant with the GDPR → you need to know PETs
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8.2 Security Technologies

Have Objectives:

• Confidentiality

• Integrity

• Availability

• Authentication

• Authorization

• Accounting

8.2.1 Technical Means for Securing Data

Data Security

• Confidentiality, Integrity, Availability

• Authentication, Authorization, Account

Implementing Data Protection

8.2.2 Confidentiality

Information Not available or disclosed to unauthorized
parties

8.2.3 Integrity

Information Not modified by unauthorized parties or in
an unauthorized manner

8.2.4 Availability

Information available when needed

8.2.5 Accounting

Keeping track of information (users and data)

8.2.6 Authentication 8.2.7 Authorization
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8.3 Why Do We Need Technologies?

8.3.1 Security and Privacy: Multiple Facets

Legislation and Regulation

• EU GDPR, US Computer Fraud and Abuse act

Procedures and Standards

• ISO 27000 (Security Management)

Security and Privacy Technologies

implement + realize data protection

8.3.2 Technical Means for Protecting Data

8.4 What do we need to know?

8.4.1 Example
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8.5 Pfitzmann and Hansen’s Terminology

8.5.1 A terminology for talking about privacy by data minimization

• Anonymity

• Pseudonymity

• Identity Management

• Unlinkability

• Undetectability

• Unobservability

8.5.2 Anonymity 8.5.3 Unlinkability

8.5.4 Undetectability 8.5.5 Unobservability

8.5.6 Pseudonymity 8.5.7 Identity Management
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9 Secure Communication

9.1 Why Do We Need Secure Communications?

9.1.1 Information Over the Internet

9.1.2 The Internet is Shared Medium

9.1.3 Secure Communications

9.2 Pretty Good Privacy (PGP)
Security tool for

• confidentiality

• integrity

• authentication
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9.2.1 How does PGP work?
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9.2.2 Public Key Distribution: Web of Trust

9.2.3 PGP in the Real World
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9.2.4 The Caveats

PGP is

• old (from the 90’s)

• not really usable

• keys are really long

• no key management

• no forward secrecy

9.3 Transport Layer Security (TLS)

9.3.1 TLS in a Nutshell

Properties of the secure channel

• Confidentiality (forward secrecy)

• Integrity

• Server authentication

• Optional client authentication

9.3.2 History

Secure Sockets Layer (SSL) in 1̃996
TLS versions

• 1.0 in 1999

• 1.1 in 2006

• 1.2 in 2008

• 1.3 as draft in January 2018

A subset of TLS 1.1 and 1.2 secure today

• Depends on selected algorithms

• ...and implementation!

9.3.3 TLS is hard 9.3.4 Adoption and Use as HTTPS
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9.3.5 Improvements to TLS

TLS 1.3 makes the protocol simpler

• No legacy algorithms, compression, renegotiation

• Encrypt as much as possible of handshake

• Split between authentication, key exchange, cipher

Significant efforts around implementation

• Remove old code, support for old versions, architec-
tures, refactoring

• BoringSSL

• OpenSSL cleanup (Levchin prize 2018)

• Formal methods to verify implementations

9.3.6 Conclusions

TLS = secure channel between client and server

• Confidentiality (forward secrecy)

• Integrity

• Authentication (client optional)

Long history

• TLS 1.1 and 1.2. widely adopted

• TLS 1.3 soon here

• Soon (already?) a must default

The S in HTTPS, but many other applications as well

9.3.7 Certificate Authorities in TLS

"Who is example.com?"

Certificate Authorities (CAs) says who is who

• Different levels of verifying who is who

• Domain, organization, extended

Who says who is a CA?

• Browsers do

• 100+ CAs trusted by default

• Any CA can sign for any domain

• → Lot’s of problems

Let’s Encrypt Growth of Let’s Encrypt
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9.3.8 Certificate Transparency

Make certificates transparent

• Public append-only log

• Monitors and auditors

Name and Shame
Browsers require proof of log inclusion
Right now

• Required for extended validation certificates

• Plan: all newly issued certificates after April 2018

9.3.9 Wrap Up

TLS creates a secure channel

• Authenticated by CAs

• Browsers specify CAs they trust

Let’s Encrypt: free, automated and open CA
Certificate Transparency

• All certificates publicly logged

• Soon required by Chrome, others to follow?

→ HTTPS a reasonable measure today

9.4 Secure Messaging

9.4.1 Secure Messaging in a Nutshell

High-level properties

• Goal: end-to-end security

• Trust establishment

• Conversation security

• Transport privacy

Highly usable

• No tasking key management

• Mostly as smartphone apps

One-to-one OK
Group chats a work in progress
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9.4.2 Conclusions

• Secure messaging brings end-to-end security to the
masses

• Strong security and widespread use brings new use-
cases

• Community working on

– Group chats
– Transport privacy

10 Anonymous communication

10.1 Mixnets

10.1.1 Introduction

• 1981 by David Chaum "Untraceable Electronic Mail, Return Addresses, and Digital Pseudonyms"1

• anon.penet.fi

• Strong anonymity even against strong adversaries

10.1.2 Mixnets in a Nutshell

Two key design decisions

• Mix format

• Mixing strategy

Properties

• Sender anonymity

• Recipient anonymity

1https://www.cs.umd.edu/class/spring2015/cmsc414/papers/chaum-mix.pdf
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10.1.3 The Anonymity Trilemma 10.1.4 Loopix

10.1.5 Wrapping up

• Strong anoymity, at the cost of latency and band-
width

• All security from the mixing

– Mix format and mixing strategy

• No wide deployments yet, but

– Loopix and Sphinx
– Panoramix and Katzenpost

• Applications beyond messaging: evoting, surveys...

10.2 Tor
10.2.1 Tor in a Nutshell

The Tor project, US non-profit 2006

• Many projects: Tor Browser, Orbot, Tails, OONI...

• Tor network of 6000 relays and 2000 bridges (> 48
Gbps)

• Low-latency anonymity network

Use cases

• Anonymous browsing

• Onion services

• Single onion services

• Censorship circumvention

10.2.2 Anonymous Browsing 10.2.3 Onion Services

10.2.4 Single Onion Services
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10.2.5 Censorship Circumvention

• Traffic exits at exit relays, bypasses national censors
or regional restrictions

• → Censors block Tor

• Pluggable Transports

– Obfs4
– Meek
– Snowflake

10.2.6 Wrapping up

• Tor is a low latency network, 6000 relays and 2000 bridges

• Anonymous browsning

– Sender anonymity (”who is sending requests to a website?”)

• Onion services & single onion services

– Recipient anonymity (”who is receiving requests?”)

– Self authenticated, end-to-end encrypted, NAT punching, limit surface area

• Censorship circumvention

11 Databases

11.1 Why Do We Need Privacy in Databases?

11.1.1 Storing Personal Data

but what if the DB has personal data?

11.1.2 Not Easy to Release Data

Data anonymization is a difficult problem
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11.1.3 DB and Data Protection

How to use a DB that has personal data stored? and NOT disclose personal data?

11.2 k-anonymity

Goal: to prevent re-identification of individuals when releasing data

K-anonymity property: on data release, information about a subject cannot be distinguished from at least k-1

individuals

11.2.1 Types of Identifiers

Explicit Identifiers
Uniquely attributes

• name

• phone number

• address

Quasi-Identifiers
In combination, can uniquely identify

• birth date

• gender

• ZIP code

11.2.2 K

11.2.3 Example: building a k=2 release Remove Name Field
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Generalize Birth date to Range The Gender Field

NOT k=2 here

Generalize Gender Field OR Suppress Information

Generalize ZIP data Civil Status Field is k=2!

11.2.4 l-diversity and t-closeness

l-diversity

• Addresses two attacks on k-anonymity

– Homogeneity attack
– Background knowledge attack

BUT

• Difficult, sometimes unnecessary

• Insufficient to prevent attribute disclosure

• it does not consider overall data distribution

• it does not consider semantics

t-closeness

• Addresses l-diversity limitations

• Metric is the attacker’s information gain

BUT

• No computational procedure

• Limitations on the utility of data releases
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11.3 Differential Privacy

11.3.1 Releasing Personal Data

11.3.2 Differential Privacy

11.3.3 How to do it?

Add noise to the query result

• how? it depends on the mechanism design and the
type of data

• exponential mechanism → categorical data

• Laplace mechanism → numerical data

11.3.4 Limitations

Differential Privacy does not mean that the attacker learns
nothing about the individual from the results → mind the
background information!

12 Other PETs

12.1 Blockchains

12.1.1 Three Parts of Any Blockchain

1. Data Structure: blockchain, DAGchain...

2. Network: permissionless or permissioned

3. Consenus: PoW, PoS, PoA, PBFT...
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12.1.2 An Appropriate Technical Solution?

12.2 Idemix

How to verify an identity without revealing the identity?

12.2.1 Identity Mixer

• Identity Mixer → idemix

• anonymous credential system

• developed at IBM Research

• strong authentication and privacy → at the same
time.

Watch Maria Dubovitskay talking about Idemix: https://www.youtube.com/watch?v=_UHTKjsedQY

12.3 Transparency Enhancing Tools (TETs)

12.3.1 Motivation: Transparency & Intervenability

Legal privacy principles

• GDPR:

– General Art. 5 I (a) – lawfulness, fairness and transparency

– Data subject rights to Transparency & Intervenability (GDPR – Chapter III)

• Swedish Data Patient Act:

– Rights to access health records and log information
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12.3.2 Transparency vs. Confidentiality - Examples

Log files in eHealth - privacy issues:

• Information about who (e.g., psychiatrist) accessed
EHR is sensitive for patients

• Monitoring of performance/quality of work of med-
ical personnel

Business secrets in relation to profiling

• (cf. Recital 63 GDPR)

Requirements:

• Privacy-preserving

• Considering Tradeoffs with rights of others

12.4 TETs - Examples

12.4.1 Ex-ante TETs - Examples

• Privacy Policy Languages: e.g., P3P, PPL, A-PPL

• Multi-Layered Structured Policies (Art. 29 WP),
complemented by Policy Icons,

• Examples: Examples of suggested Cloud-specific
policy icons (A4Cloud): SE, OUTSIDE EEA, EEA

12.4.2 User controlled ex post TET: Data Track 12.4.3 Data Track – Trace View: Viewing attrib-
utes in common
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Part III

Designing for Privacy / Data Protection impact

assessment

13 Privacy and Data Protection

What Does it Mean to Design for "Privacy"?

13.0.1 Privacy is a Human Right

From the United Nations Universal Declaration of Human Rights:

Article 12

• No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to

attacks upon his honor and reputation. Everyone has the right to the protection of the law against such

interference or attacks.

From the European Convention on Human Rights:

Article 8 - Right to respect for private and family life

1. Everyone has the right to respect for his private and family life, his home and his correspondence.

2. There shall be no interference by a public authority with the exercise of this right except such as is in accordance

with the law and is necessary in a democratic society in the interests of national security, public safety or the

economic well-being of the country, for the prevention of disorder or crime, for the protection of health or

morals, or for the protection of the rights and freedoms of others.

13.0.2 Privacy 6= Data Protection

• Privacy is fuzzy, contextual, social construct, depends...

• Data protection, by necessity, has to be more concrete

• Proportionality a key consideration

• → Data protection necessary but not sufficient for privacy
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13.0.3 Rights from the EU charter

From the EU Charter of Fundamental Rights:

Article 7

Respect for private and family life

• Everyone has the right to respect for his or her private and family life, home and communications.

Article 8
Protection of personal data

1. Everyone has the right to the protection of personal
data concerning him or her.

2. Such data must be processed fairly for specified pur-
poses and on the basis of the consent of the person
concerned or some other legitimate basis laid down
by law. Everyone has the right of access to data
which has been collected concerning him or her, and
the right to have it rectified.

3. Compliance with these rules shall be subject to con-
trol by an independent authority.

Article 52
Scope of guaranteed rights

• Any limitation on the exercise of the rights and
freedoms recognized by this Chapter must be
provided for by law and respect the essence of those
rights and freedoms. Subject to the principle of pro-
portionality, limitations may be made only if they
are necessary and genuinely meet objectives of gen-
eral interest recognized by the Union or the need to
protect the rights and freedoms of others.

13.1 Ann Cavoukian’s Privacy by Design
13.1.1 Overview

• Seven principl es, by Ann Cavoukian

• End of 1990’s beginning of 2000’s

• Information and Privacy Commissioner of Ontario

• Data protection centric (control, see paradigms later
in the course)

1. Proactive not Reactive; Preventative not Re-
medial

2. Privacy as the Default

3. Privacy Embedded into Design

4. Full Functionality – Positive-Sum, not Zero-Sum

5. End-to-End Security – Full Lifecycle Protection

6. Visibility and Transparency – Keep it Open

7. Respect for User Privacy – Keep it User-Centric

13.2 Privacy Paradigms
13.2.1 Three Privacy Paradigms
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13.2.2 Privacy ad Confidentiality

• Data disclosed → privacy lost

• Data minimisation

• Centralised → bad

• Cryptography community

• Open source, reproducability

13.2.3 Privacy as Control

• Ability to exercise control over personal data → pri-
vacy

• May be in your interest to disclose personal data
(e.g., healthcare)

• Data protection

– Purpose
– Intervenability
– Transparency
– Accountability

13.2.4 Privacy as Practice

• Freedom to understand and control privacy decisions

• Industry: "do not scare users"

– Over time, get people to share more and more about themselves, but
not perceive it as invasive

• Like a mirror

– Understand how you are
perceived

– Control how you are
perceived

– Feedback and nudges

13.2.5 Designing for "Privacy"?

• Neither paradigm is wrong

• Industry likes privacy as practice

– For the wrong reasons? (more data)
– But does also good?

• GDPR

– Privacy as control
– Data minimization important principle
– High fines→ personal data is a risk→ push for

privacy as confidentiality?

13.3 Technology in Hostile States
1. Do not rely on the law to protect systems or users.
2. Prepare policy commentary from quick response to
crisis.
3. Only keep the user data that you currently need.
4. Give users full control over their data.
5. Allow pseudonymity and anonymity.

6. Encrypt data in transit and at rest.
7. Invest in cryptographic R&D to replace noncrypto-
graphic systems.
8. Eliminate single points of security failure, even against
coercion.
9. Favor open source and enable user freedom.
10. Practice transparency: share best practices, stand for
ethics, and report abuse.
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13.3.1 Comparison to the GDPR

1. Do not rely on the law to protect systems or users.

2. Prepare policy commentary from quick response to
crisis.

3. Only keep the user data that you currently need.

4. Give users full control over their data.

5. Allow pseudonymity and anonymity.

6. Encrypt data in transit and at rest.

7. Invest in cryptographic R&D to replace noncrypto-
graphic systems.

8. Eliminate single points of security failure, even
against coercion.

9. Favor open source and enable user freedom.

10. Practice transparency: share best practices, stand
for ethics, and report abuse.

• Privacy as confidentiality

• GDPR similarities

– Control
– Data minimisation
– Transparency
– Pseudonymity

• GDPR a reason to invest in cryptographic R&D?

• User-centric, freedoms, and rights

• GDPR prescribes a lot of process (1), but also ”safe-
guards, security measures and mechanisms”, i.e., also
technical protections

13.4 Privacy Protection Goals
13.4.1 Security: The CIA Triad 13.4.2 Privacy Protection Goals

13.4.3 Complementing CIA

• Add privacy to the security triad

– CIA already considered in procedures, processes
etc

– → privacy protection goals help with including
privacy

• Three important privacy goals

• Stems from the German data protection community
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13.5 Data Protection by Design and by Default

Data Protection by Design, GDPR Article 25 §1

Taking into account the state of the art, the cost of implementation and the nature, scope, context and purposes of

processing as well as the risks of varying likelihood and severity for rights and freedoms of natural persons posed by

the processing, the controller shall, both at the time of the determination of the means for processing and at the time

of the processing itself, implement appropriate technical and organizational measures, such as pseudonymisation,

which are designed to implement data-protection principles, such as data minimisation, in an effective manner and

to integrate the necessary safeguards into the processing in order to meet the requirements of this Regulation and

protect the rights of data subjects.

The following sentences are referenced out from the paragraph to indicate the following statements

"Who should do something?"
the controller shall

"What has to be done?"
implement appropriate technical and organiza-
tional measures & safeguards into the processing

"What is the objective?"
to meet the requirements of this Regulation and
protect the rights of data subjects

"When should it be done, and how?"
both at the time of the determination of the means
for processing and at the time of the processing
itself & in an effective manner

"Under what conditions?"
Taking into account the state of the art, the cost of implementation and the nature, scope, context
and purposes of processing as well as the risks of varying likelihood and severity for rights and
freedoms of natural persons posed by the processing

Data Protection by Default, GDPR Article 25 §2

The controller shall implement appropriate technical and organizational measures for ensuring that, by default,

only personal data which are necessary for each specific purpose of the processing are processed. That obligation

applies to the amount of personal data collected, the extent of their processing, the period of their storage and their

accessibility. In particular, such measures shall ensure that by default personal data are not made accessible without

the individual’s intervention to an indefinite number of natural persons.

"Who should do something?"
The controller

"To what?"
to the amount of personal data collected, the
extent of their processing, the period of their
storage and their accessibility

"What has to be done?"
implement appropriate technical and organiza-
tional measures & by default

"Under what conditions?"
appropriate

"What should be required for more privacy invasive features?"
the individual’s intervention
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14 Privacy and Data Protection Impact Assessments

14.1 From DPbD and by Default to DPIAs
14.1.1 Data Protection by Design and by Default

• Data protection by design

– Consider rights of people in the full life-cycle of
systems

– Reasonable measures should be taken

• Data protection by default

– Strong protections should not be opt-in, but
opt-out

– Data minimization and purpose binding are key
principles

• The controller’s responsibility

– High fines in the GDPR
– Responsibility will likely "trickle down" to pro-

cessors

14.1.2 The Impact of the GDPR

• The GDPR is a legal document, nobody really knows
for sure yet

• Important principles:

– Data minimization
– Purpose binding
– Transparency
– Intervenability (data subject rights)

• Fines and forced transparency (organizational
threats)

14.1.3 Implementing Data Protection

"This is a fundamental tension between the requirements
of Data Protection regimes, and the goals of most com-
mon anonymizers as well as the desires of users, that is
not resolved and hardly discussed: in order to implement
an effective and comprehensive data protection regime, we
fist have to implement the most extensive surveillance and
tracking infrastructure."
- George Danezis & Seda Gürses, A critical review of 10
years of Privacy Technology

14.1.4 What is clear: PIAs are Important

• Understanding privacy risks fundamental

• DPIAs strongly encouraged, at times mandatory

• Beyond DPbD value: identified threats and risks

– Part of getting ready for the GDPR (inventory)
– Incident response (personal data breaches)
– Understanding privacy risks → understanding

risks related to the GDPR to the organization
→ informs organizational risk management)

14.2 PIA is a Process

14.2.1 What is Data Protection Impact Asses-
ment?

"Where a type of processing in particular using new techno-
logies, and taking into account the nature, scope, context
and purposes of the processing, is likely to result in a
high risk to the rights and freedoms of natural persons,
the controller shall, prior to the processing, carry out an
assessment of the impact of the envisaged processing op-
erations on the protection of personal data."
– Art. 35 GDPR.

14.2.2 What is Privacy Impact Assesment?

"A privacy impact assessment (PIA) is an instrument for
assessing the potential impacts on privacy of a process,
information system, programme, software module, device
or other initiative which processes personally identifiable
information (PII) and, in consultation with stakehold-
ers, for taking actions as necessarily in order to treat pri-
vacy risk."
– ISO/IEC 29134:2017.
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14.2.3 Who benefits from PIAs?

They do:

• Your customers and general public
– because you are looking out for their
privacy interests

• Your organisation – because you
demonstrate to your employees and con-
tractors that you take privacy seriously
and expect them to the same

• The regulators – because when you
carry out a proper PIA you clarify
your project information dealings, mak-
ing their work easier

Not sure yet?

• A PIA helps to reduce costs in management time, legal ex-
penses and potential negative media (i.e., PR also likes it)

• A PIA helps to demonstrate compliance as an element of
accountability

• A PIA enhances informed decision-making and exposes in-
ternal communication gaps or hidden assumptions

• A PIA helps to avoid privacy pitfalls of a project

• And, well... it might be mandatory...

14.2.4 How do you do PIA?

"[PIA] is a process which should begin at the earliest possible stages, when there
are still opportunities to influence the outcome of a project. It is a process
that should continue until and even after the project has been deployed."
– David Wright The state of art in PIA (2012)

14.3 Overview of frameworks
14.3.1 PIA Articulation and Systematisation

• PIAs require multiple technical and organizational
methods

– Project planning
– System documentation
– Privacy risk analysis
– Reporting and action plan

• Methods have to be studied, selected and systemat-
ized to create methodology, i.e., a PIA framework
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14.3.2 PIA Frameworks: A Few Examples

• Privacy and Data Protection Impact Assess-
ment Framework for RFID Applications (PIA
RFID), 2011.

• UK – Conducting privacy impact assessments
code of practice, Information Commissioner’s Of-
fice (ICO), 2014.

• FR – Privacy Impact Assessment (PIA), Com-
mision nationale de l’informatique et des libertés
(CNIL), 2015.

• ISO/IEC 29134 Information technology – Security
techniques – Guidelines for privacy impact as-
sessment, 2017.

14.3.3 PIA Frameworks: PIA RFID

• Privacy and Data Protection Impact Assess-
ment Framework for RFID Applications (PIA
RFID), 2011.

• Oetzel, M.C. and Spiekermann, S., 2014. A system-
atic methodology for privacy impact assess-
ments: a design science approach. European
Journal of Information Systems, 23(2), pp.126-150.

14.3.4 Ok, but which one should I use?

• They are all relatively similar

• They all aim for Privacy, i.e., PIA (not merely ‘Data Protection’)

• Choose and adapt them to your organisation’s needs

• Engage with your DPA

• ISO 29134 definitely shows that we’re reaching some level of maturity regarding PIAs

14.4 DPIAs according to WP29

Clarifications on DPIA’s obligatoriness

• A DPIA is only required when the processing "is
likely to result in a high risk to the rights and
freedoms of natural persons" (Art. 35(1))

• To ensure consistent interpretation of the circum-
stances in which a DPIA is mandatory

• To provide a criteria on whether a DPIA is required

The following criteria should be considered:

1. Evaluation or scoring

2. Automated decision-making with legal effect

3. Systematic monitoring

4. Sensitive data

5. Data processed on a large scale

6. Datasets matched or combined

7. Data concerning vulnerable data subjects

8. Innovative use (e.g., new technology)

9. Data transfer across borders outside the EU

10. When the processing in itself "prevents [. . . ] from
exercising a right or using a service [. . . ]"
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Examples

14.4.1 Examples of EU DPIA frameworks

EU generic frameworks

• DE: Standard Data Protection Model (2016)

• ES: Guía para una Evaluación de Impacto en la Pro-
tección de Datos Personales (EIPD), AGPD (2014)

• FR: Privacy Impact Assessment (PIA), CNIL (2015)

• UK: Conducting privacy impact assessments code of
practice, ICO (2014)

EU sector-specific frameworks

• PIA Framework for RFID Applications

• DPIA Template for Smart Grid and Smart Metering
systems

Standards

• ISO/INEC 2913430

14.4.2 Criteria for an acceptable DPIA

Criteria for DPIA (30+ items, Annex 2)

• a systematic description of the processing is provided

• necessity and proportionality are assessed

• risks to the rights and freedoms of data subjects are
managed

• interested parties are involved

All in all...

• WP29 uses terms PIA and DPIA interchangeably

• Previous work on PIA frameworks are the main ref-
erences

• How do you do a DPIA? Just do a PIA

14.5 PIA RFID framework in detail

PIA RFID – Main references

Technical Report

Oetzel, C., Spiekermann, S., Grüning, I., Kelter, H. and Mull, S., 2011. Privacy Impact Assessment Guideline for

RFID Applications. Bundesamt für Sicherheit in der Informationstechnik (BSI).

Research Paper

Oetzel, M.C. and Spiekermann, S., 2014. A systematic methodology for privacy impact assessments: a design science

approach. European Journal of Information Systems, 23(2), pp.126-150.
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14.5.1 PIA methodology and constructs

14.5.2 Step 1 - Characterisation of the System

"To describe the system in such a comprehensive and detailed way that potential privacy problems can be

detected."

• System View

– Applications and system components
– Hardware and software
– Internal and external interfaces
– Network topology

• Functional View

– Generic business processes
– Detailed use cases
– Roles and users
– Technical controls

• Data View

– Categories of processed data
– Data flow diagrams
– Actors and data types

• Physical View

– Environment’s physical security
– Operational controls

14.5.3 Step 2 - Definition of Privacy Targets (P)
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14.5.4 Step 3 - Degree of Protection Demand

To determine the right level of protection demand you should ask: "What would happen if . . . ?"

14.5.5 Step 4 - Identification of Threats (T)

"For each privacy target, we systematically identify the threats that could prevent us from reaching them."

14.5.6 Step 5 - Identification and Recommendation of Controls (C)

- "The crucial step in a PIA is to identify controls that can minimize, mitigate or eliminate the identified

threats."

- Three levels of rigor: satisfactory (1), strong (2) and very strong (3). (E.g., High protection (3) x Likely (y) = Very

Strong (3))
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14.5.7 Step 6 – Assessment and Residual Risks

• To produce a control implementation plan that
clearly show how threats are mitigated or remain
misaddressed.

• Residual risks should bewell documented in a PIA
report.

• Upper management, corporate risk management
and IT staff will be held accountable if privacy
breaches occur.

14.5.8 Step 7 – Documentation & PIA Report

• Companies should have a strong interest in comprehensively documenting the entire PIA process.

• It is advisable to produce two versions of a PIA Report:

– Internal and auditing purposes (DPAs & Staff)

– Public and less detailed (Customers & Media)
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14.6 PIAs in Practice

1. Perceiving PIAs as Mandatory

• PIAs are not mandatory, DPIAs only in particular
cases

• May lead to "PIA fatigue"

2. Not Adapting Questions

• Same questionnaire for assessing data processing

• Different needs for different activities

• Should first perform a light-weight PIA to determine
if full PIA is necessary

3. Focus on the Wrong Stakeholder

• Organization-centric, to avoid fines

• Should be user-centric, and consult users as part of
PIA

4. PIA as a Task

• Treating PIA as a one-time task early in development

• Revised years after first creation

• PIA is a process, not a task

5. Mixing Cause and Effect

14.6.1 Conclusions

• Five common mistakes

1. Perceiving PIAs as mandatory

2. Not adapting questions

3. Focus on the wrong stakeholder

4. PIA as a task

5. Mixing cause and effect

• Being organization-centric instead of user-centric

– PIAs (at best) → data protection compliance

– → no privacy-friendly systems

• Focus on avoiding risks, not only mitigating
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14.7 Wrapping Up

14.7.1 Designing for Privacy

• Privacy is multifaceted

– An essential human right, data protection closely related

– Paradigms as confidentiality, control, practice

– CIA+Unlinkability+Transparency+Intervenability

• Data protection by design and by default

– Reasonable measures, protect rights, full life-cycle

– Strong protections by default

– Depends on how the GDPR is enforced and interpreted

• DPIAs/PIAs are essential to design for privacy

– A process, understanding privacy risks

– Added value for organization: incident response, risks related to GDPR

14.7.2 Privacy Engineering

• Newly formed field of research and practice

• From tradecraft and know-how to engineering

• We don’t really have good and solid methods, but we have starting points that show promise

– PIAs we already covered

– Module 4 on Privacy Management touches on high-level analysis methods, like LINDDUN

– Module 5 on Privacy Patterns for Software Design covers software engineering perspective

14.7.3 Change of Mindset
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Part IV

Privacy risk assessment

15 Privacy Impact Assessment and Privacy Risk Analysis as integral

part of privacy management

15.1 Privacy Impact Assessment (PIA)

Privacy Impact Assessment (PIA) is the name for a process that analyzes and documents the future impact that

processing their personal data will have on data subjects. "Privacy impact" are the (possibly unwanted and invisible)

consequences that data processing may impose on individuals or society. Privacy impact is the result of personal

data processing, data breaches or data collection.

The idea of privacy impact assessments has been around since the 1970ies. Roger Clarke summarizes the complete

history of the concept and provides a global perspective on PIA in his article (Clarke, 2009).

Certain regulation requires privacy impact analysis before a new application can start with the collection and pro-

cessing of personal data. In many countries, a mandatory PIA is to be performed when sensitive personal data is

being processed (e.g. data about health conditions, sexual orientation, religion).

Although the term "privacy impact analysis" is very popular, there is no systematic method to perform a PIA to

this date. National authorities and expert organizations have published guidance and checklists. Sometimes, a PIA

report is a required attachment for notifications of data processing to a supervisory government authority. A de-

tailed analysis for various regulatory environments and their demands on PIA was published in (Tanrock, Pearson

and Charlesworth, 2010).

In the following sections, we will recall Solove’s taxonomy of privacy and privacy invasions, then we will examine the

PIAF project’s very extensive PIA process. Next, we compare carious PIA standards and guidelines to each other.

Concluding, you will have a reading assignment about how to perform a PIA for RFID-enabled wireless technology.
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15.1.1 Privacy impact on data subjects

The figure below shows the privacy-violating actions information collection, information processing, inform-

ation dissemination and invasions.

All four actions impact data subjects.
1. Information collection: Increases the information

pool, thereby shifting power balances between data sub-
jects and data processors. Collecting incorrect or out-
dated information may cause harm later.

2. Information processing: Processing personal data,
electronic decision making and accumulation of data
may result in price discrimination, exclusion, denial
of service, incomplete or wrong service, wrong conclu-
sions, unjustified data combination, classification errors.

3. Information dissemination: Information spreads to
other processors, private or professional circles, the pub-
lic, criminals, or personal enemies. Causes may be a
part of the legitimate application, or as data breaches
(hacking, data theft or system failures). Dissemina-
tion includes freedom-of-information inquiries and po-
lice, government and homeland security access.

4. Invasions: Invasions are all kinds of direct or indirect
interactions back to the data subject that are based on
personal data. From uninvited advertising via stalking
to blackmail, any invasion and the effort to mitigate
and prevent them should get considered.

We observe that data subjects are being put at risk already from the data collection step, and that risk is increasing
with each step towards invasion. A privacy impact analysis must therefore consider the risks for data subjects that
occur in the early phases before invasion occurs!

15.1.2 Conducting a PIA

In this part of the course, we will take a very brief look at the recommendation of the PIAF project about PIA to

the European Union.

Core PIA elements

According to (PIAF D3, 2012), PIA is an overall process composed of the following steps:
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1. An on-going process: A PIA should be regarded and carried out as a process and not only as a single task
of completion of a report. A PIA process starts early and continues throughout the life cycle of the project.
The PIA process is summarized as:
(a) Early start in development project
(b) Project description
(c) Stakeholders’ consultation
(d) Risks management

(e) Legal compliance check
(f) Recommendations and report
(g) Decision and implementation of recommendations
(h) Audit and review

Please note that steps b. to h. are similar to the Plan-Do-Check-Act cycle and the OASIS privacy management
steps shown in section 1!

2. Scalability: A PIA policy should allow organizations to carry out a PIA appropriate to their own circum-
stances. A PIA policy should allow scalability of the PIA process.

3. All privacy types: As the rights to privacy and to protection of personal data are fundamental rights in the
European legal order, for ensuring the highest level of protection thereof, a PIA should address all types of
privacy issues and not only the protection of personal data.

4. Accountability: An organization should be able to demonstrate that a PIA has been carried out adequately.

5. Transparency: A PIA process should enjoy at least a minimum level of transparency. Both the assessor and
the stakeholders must have all relevant information to assess the privacy and data protection implications of
the proposed project. This does not preclude due respect for sensitive information.

6. Stakeholders’ involvement: Stakeholders, as representative as possible, including the public, if applicable,
should be identified and informed about the planned project and of the PIA process. Their views should be
sought and taken into consideration. The PIA policy should provide explicit mechanisms for stakeholders’
consultation.

7. Publication of the PIA report: The PIA report should be made public and should be easily accessible.

8. Central public registry: There should be a public register of PIAs actually carried out and it should be
easily accessible.

9. Sensitive information: State secrets and commercially sensitive information should not be made public.

10. Risks management and legal compliance check: Risks management and legal compliance check are core
elements of PIA. To that end, effective procedures for risk management should be identified and/or developed.

11. Audit and review: A PIA process should be subjected to external review and/or audit.

Impact based on understanding of risk

When assessing privacy impact, a thorough understanding of privacy risk is needed. PIA needs to base its conclusions

on privacy risks to data subjects and society, and gives these indications about how privacy risk is connected to impact

assessment:

- A PIA process requires a relative quantification of these risks. The Assessor should consider the likelihood and

consequences of privacy risks occurring. Finally, the risk assessment requires evaluating the applicable risks. Thus

the assessor should consider: (1) the significance of a risk and the likelihood of its occurrence, and (2) the magnitude

of the impact should the risk occur. The resulting risk level can then be classified as low, medium or high.

61



• The assessor should identify, assess and mitigate all
possible risks and other negative privacy impacts.
Residual risks should be justified.

– Any risk management is only as good as the
methodology underlying it. This means if the
methodology is flawed, then so is the assess-
ment.

– The risk assessment should take into account
the impacts on both the individual and on
society.

• Based on risk assessment: The assessor must define
controls for privacy risk! Controls are Preventive
controls (prevent violation) or detective controls (de-
tect violation)

– Technical controls: go into the technical imple-
mentation of the project (e.g. security and PET
mechanisms,anonymity, data minimization).

– Non-technical controls get implemented in
processes, procedures, policies and operations.

However, as we have seen in the previous section on limitations of PETs in practice, the empirical foundations of
the above risk assessment and control selection processes are scarcely(almost not) available, and hence need to get
built up with own resources.

Practical assessment of impact

The European Union Agency For Network and Information Security (ENISA) has published guidelines for privacy

risk assessment for Small and Medium Enterprises. (SME) (ENISA, 2016) that contain guidance on privacy impact

assessment focused on individual data subjects in chapter 3 on page 19. There, four levels of privacy impact are

defined:

Level of Impact Description
Low Individuals may encounter a few minor inconveniences, which they

will overcome without any problem (time spent re-entering inform-
ation, annoyances, irritations, etc.).

Medium Individuals may encounter significant inconveniences, which they
will be able to overcome despite a few difficulties (extra costs,
denial of access to business services, fear, lack of understanding,
stress, minor physical ailments, etc.).

High Individuals may encounter significant consequences, which they
should be able to overcome albeit with serious difficulties (misap-
propriation of funds, blacklisting by financial institutions, prop-
erty damage, loss of employment, subpoena, worsening of health,
etc.).

Very high Individuals which may encounter significant, or even irreversible
consequences, which they may not overcome (inability to work,
long-term psychological or physical ailments, death, etc.).

15.1.3 Overview over PIA standards

(Marnau, 2013) surveyed a number of PIA standards and guidelines published in various countries. Below in figure
2, you see the classification of the PIA guidelines. Full references can be found in (marnau, 2013).

All guidelines provide checklists or question lists for PIA. Only one of them, the BSI RFID PIA, has protection
targets stated. The same guidelines are the only one with risk and attacker information available, and in addition
provides risk treatment suggestions. The other guidelines are more or less lists of open questions with the intention to
provide a PIA report. Most PIA frameworks must therefore get considered as an invitation to extensive philosophical
work.
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PIA relates to data protection principles

The PIA assessments should for each transaction on personal data that gets assessed relate to the data protection

principles. The PIAF project recommends consideration of these principles as part of the PIA assessment checklist:

• Fair and lawful processing of data

• Purpose specification

• Adequate, relevant and not excessive for the purpose
(data minimization)

• Accurate and kept up to date

• No longer than necessary for the purpose

• In accordance to the rights of the data subjects

• Appropriate measures for misconduct (including loss
of data)

• Transfer of personal data outside the EU/EEA

Figure 2 Survey of PIA methods from TCLOUDS Deliverable 1.2.4 (Marnau, 2013)- Note that ISO/IEC 29134:2017
was not available at the time of analysis.
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15.2 Privacy Risk Analysis

15.2.1 Definitions

According to ISO 13335-1 and ISO 27001, risk management terminology is defined in these terms:

• Risk acceptance - decision to accept a risk;

• Risk analysis - systematic use of information to
identify sources and to estimate the risk;

• Risk assessment - overall process of risk analysis
and risk evaluation;

• Risk evaluation - process of comparing the estim-
ated risk against given risk criteria to determine the
significance of the risk;

• Risk management - coordinated activities to direct
and control an organization with regard to risk;

• Risk treatment - process of selection and imple-
mentation of measures to modify risk;

• Statement of applicability - documented state-
ment describing the control objectives and controls
that are relevant and applicable to the organizations
information security management system (ISMS).

15.2.2 Introduction to risk assessment

Risk Assessment is the systematic study of assets at risk; threats to the assets; vulnerabilities of the system; and
impacts (consequences). The goal of risk assessment is the analysis of the probability and consequences of risk when
realized.

In a corporate context, potential damages in monetary units are assessed and set in relation to the probability of
the damage occurrence. Then a decision is made whether to ignore the risk, buy insurance, invest in technology, or
abandon the particular product or service. Much data has been collected by consulting and insurance companies
about types of risks and the resulting damages to the owning business. The usual method to guess monetary
damages is an analysis of past occurrences of similar problems, the damages caused by them, and the financial loss
that has occurred. Additional factors like the value of transactions or the number of customers involved can be used
to increase precision of the calculation.

Qualitative risk assessment
Qualitative risk assessment investigates the risks for assets through a principal analysis of threats, threat agents,
weaknesses and risk vectors. Qualitative analysis is focused on all possible risks that could get realized. This form
of risk analysis is an extensive analysis of system properties. It may require extensive resources, detailed knowledge
about the functionality and inner workings of system components, their context and their limitations. This form of
analysis is often considered impractical for applications that operate on tight budgets. Practitioners usually skip
this principal step by selecting applicable risks for their assessment from risk and threat catalogs.

Quantitative risk assessment
Quantitative risk assessment aims at ranking risks and their impact (or losses realized) by putting likelihood and
impact values on risks and their effects: Specifies likelihood and impact of riskful events on assets, Based on historic
data for both likelihood and impact, In new contexts often guesswork.

Most risk assessment methods multiply a likelihood parameter with an impact factor to generate the overall risk
level or risk impact: Loss(A) = impact(T(A))*likelihood(T(A)) where T(A) is threat T effective on asset A. The
resulting loss value is then prioritized according to threshold values for low -, medium - and high-priority risks.
Some methods assign numerical values to the parameters, others map them scales of 3, 5 or 7 values ranging from
"no risk" to "very high risk".

Figure 1 below shows a risk analysis chart. It is a graphical visualization of the risk calculation formula. It shows a
6x7 matrix for impact and likelihood. Assessors can check of their judgment of impact and likelihood for an identified
risk on an information asset. The color of the field the mark is placed in gives an indication of the priority of the
risk: green indicates low risk , yellow marks medium risk , and red highlights the high-priority risks.
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Figure 1: Chart for risk assessment. See text for explanation.

15.2.3 Specification of privacy risks

Unlike the "perimeter security" paradigm that was central to information security for many years, privacy risks
occur inside and outside an information system. Where the perimeter security paradigm took care that all critical
information stays inside the secured systems, many open systems on the Internet trade personal information and
process it as the very purpose of the system. The effects of a breach of private information security could affect
the owner of the information system – but also the person the data is about. This invokes a duality of privacy
risks effective on both the processor and the data subject, as shown in figure 2. However, in the areas of risk man-
agement and investment decisions, the duality of privacy risks has until recently not been the subject of major concern.

When focusing on privacy breaches, little history of damages is known. Two observations make it hard to implement
privacy risk management. First, unlike the security risk calculation, in the privacy domain the question of risk
is not focusing exclusively on the owner of an IS and the respective damages caused to his business operation.
Privacy management also involves the data subject’s private data and potential damages caused to the users and
their personal business following privacy breaches. The two entities involved complicate the generation of a simple
database with cost and probability of privacy breaches, as each type of user - depending on the application - has
different personal value at stake. Fundamental questions in privacy risk assessment are: How much damage is a
particular privacy breach going to cause? How long will the personal information that got out be a risk? Is the
risk constant over time, does it degrade, or will it increase? How does the risk change when personal information is
combined with other information? How does the entity using the personal information influence the risk?

Figure 2: Duality of privacy risks and consequences for organizations and data subjects (Fritsch and Abie 2008).
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How should we then, in practice, proceed with risk assessment of privacy risks? In the remainder of this section,

we’ll take a look at the ENISA Guidelines for SMEs on the security of personal data processing (ENISA, 2016). This

booklet contains an introduction to risk assessment, including templates for privacy impact assessment (PIA) and

privacy risk assessment. The approach is somewhat restricted in contrast to the analysis in the sections above. It

focuses on protection system components, not personal data. However the guidelines were made with small organ-

izations in mind, and therefore apply the idea that good information security will protect personal data processing

infrastructure.

16 Privacy controls

16.1 The concept of privacy controls

Privacy controls are lists of measures that will reduce privacy risk contained in an information system. They respond

to risks identified in a risk analysis process. They correspond to the impact levels identified in a privacy impact

analysis (PIA) . The risk manager chooses matching controls that fulfill a number of requirements.

A privacy control is chosen from one of two categories: a technical control; an administrative control.

Technical controls are controls that are part of the information technology used to process personal data. technical

controls are often functions of information security such as access control, encryption, integrity protection, availab-

ility insurance. Safety functions such as fire protection, redundant power supplies and reserve hardware are part of

the technical controls, too. Finally, PETs and other privacy support technology such as data hiding, stenography,

mathematical data obfuscation and TETs are technical controls. Technical controls are implemented into the tech-

nical infrastructure at project development and on the occasion major changes of the technological base.

Administrative controls are all non-technical controls. Administrative controls are, for example, staff qualification

management, staff security clearance, the proper administration of data subject consent and privacy policies in

harmony with the data transactions performed. The administration of physical access to computing hardware

and storage devices, the management of roles and privileges that lead to authorization in access control systems,

and the authorization and monitoring of subcontractors are other examples of administrative controls. Sometimes,

physical controls are listed separately, implying the securing of physical access to systems. Non-technical controls

get implemented in processes, procedures, policies and operations.
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16.1.1 Types of privacy controls

Controls are divided into four types of controls. For each type, there may exist technical and administrative (non-

technical) controls.

• Preventative controls are used to prevent a threat from being realized in a damage.

• Detective controls help recognizing that a threat has affected a system.

• Corrective controls reduce the effect of a threat by reducing the damage realized.

• Compensatory controls are used to mitigate or lessen damage by providing alternative resources.

Please observe the central role of detective controls! Often, only preventive controls are being discussed, in particular
when we discuss the use of cryptography or of PETs. However, detective controls are an important trigger for these
important reactions on a data breach or compromise that actually happened:

1. They trigger treatment of the compromise with corrective controls;

2. They trigger the use of compensatory controls in case of insufficient correction result or in parallel to correction;

3. They feed back new knowledge about risks and about the effectiveness of the existing preventive controls.

Step 3 is of particular importance as part of a privacy management process! Its feedback is fed into the "act" phase
of the Plan-Do-Check-Act (PDCA) process. There, the information is used to evaluate and improve the risk analysis
and the corrective actions.

16.2 Risk treatment with privacy controls

Treatment of identified risks is part of a larger process of privacy risk management. Many established standards focus

solely on technical aspects, aspects of information security or aspects of managerial responsibilities and processes.

Many aspects need consideration. While IT management standards often focus on aspects of technology and reliabil-

ity, privacy management reaches out into domains such as law, business, optimization of investments and compliance.

In (Fritsch and Abie, 2008), a structured process for privacy investment decisions was introduced. It is composed of

the following five steps:
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1. System environment analysis
2. Privacy impact analysis
3. Countermeasure selection

4. Total cost of ownership analysis
5. Design & deployment

As shown in figure 1, in step 1 the context of the system is established by collecting the legal and technical framework,

the user requirements and business model constraints. The 2nd step assesses privacy threats, models personal data

assets, and performs a risk analysis and a privacy impact assessment (PIA). During step 3, candidate countermeasures

against the threats are being selected. These include privacy controls and other countermeasures. In step 4, the

Return-on-privacy-investment (ROPI) perspective will help to understand the limitations of chosen controls. Finally,

in step 5, the chosen controls and countermeasures get deployed, documented and evaluated as part of the application

lifecycle.

Figure 1: Overall privacy management process supporting control selection (Fritsch and Abie, 2008)

16.2.1 From privacy impact levels to controls in NIST 800-53

How are identified risks treated with controls? Most methods provide a procedure that maps identified risks and
privacy impacts through a classification of their magnitude to the respective groups of controls. As controls provide
various levels of security, complexity, cost and effectiveness, the mapping aims at matching the level of risk and the
level of impact with the appropriate level of protection. Please recall the section "Impact based on understanding of
risk" (PIA section of the lecture) and the colored risk analysis chart in figure 1 in the lecture section on Privacy Risk
Analysis. Did you read the reading assignment on privacy impact in the privacy overlays document? If not, not, then:

- Please familiarize yourself with section 3.2 "Understanding and evaluating impact" in (ENISA, 2016) on pages
19-23!
- Please read the privacy impact levels shown in table 1 and table 2 on pp.11-13 in CNSSI 1253F Attachment 6-
Privacy Overlays
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16.3 Properties of privacy controls

16.3.1 Privacy controls: Lists and specifications

This section shows examples of privacy control collections from various sources. The collection is incomplete, as

much standardization activity is ongoing. In particular the ISO standards for privacy controls are not yet complete.

However the chapters below show a selection of different approaches and standards that illustrate the ideas.

Privacy Strategies

In (Colesky, Hoepman, and Hillen, 2016), the authors discuss how privacy requirements can get modeled into partic-

ular actions that support privacy. They identify eight different strategies that get deployed to improve privacy: EN-

FORCE, DEMONSTRATE, INFORM, CONTROL, MINIMIZE, ABSTRACT, SEPARATE, HIDE.

Each of the privacy strategies is defined in (Colesky, Hoepman, and Hillen, 2016) . They provide a model on how

those strategies can get deployed against privacy-reducing actions. These actions are shown in table 1 as: Operate,

Store, Retain, Collect, Share, Change, Breach. For each action, one can follow the table horizontally to the

eight strategies. The strategies that apply are highlighted with a gray background.

Table 1: Controlling strategies mapped to privacy-consuming actions in privacy strategies from (Colesky, Hoepman,
and Hillen, 2016)

You see in table 1 for example that:

• Store is an action that gets its privacy improved by all eight strategies ENFORCE, DEMONSTRATE,
INFORM, CONTROL, MINIMIZE, ABSTRACT, SEPARATE, HIDE;

• Breach is an action that related to the strategies ENFORCE, DEMONSTRATE, INFORM.

Once the actions on personal data have been mapped out, the relevant strategies for improving privacy are chosen.
The implementation of the strategies is then done by applying privacy patterns that implement the respective
strategies. The web page https://privacypatterns.eu is a collection of privacy patterns intended to be used as part
of the privacy strategy implementation.

NIST 800-53
NIST Special Publication 800-53 (NIST, 2017) on Security and Privacy Controls for Information Systems and Or-
ganizations is the specification of privacy and security controls for public offices in the United States. It contains
an extensive collection of specified controls including appendices that show how to select controls that respond to
various risk and impact levels. NIST has defined several families of controls that are shown in table 2 below.
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Privacy Control Family PRIVACY CONTROLS
AP Authority and Purpose
AP-1 Authority to Collect
AP-2 Purpose Specification
AR Accountability, Audit, and Risk Management
AR-1 Governance and Privacy Program
AR-2 Privacy Impact and Risk Assessment
AR-3 Privacy Requirements for Contractors and Service Providers
AR-4 Privacy Monitoring and Auditing
AR-5 Privacy Awareness and Training
AR-6 Privacy Reporting
AR-7 Privacy-Enhanced System Design and Development
AR-8 Accounting of Disclosures
DI Data Quality and Integrity
DI-1 Data Quality
DI-2 Data Integrity and Data Integrity Board
DM Data Minimization and Retention
DM-1 Minimization of Personally Identifiable Information
DM-2 Data Retention and Disposal

Table 2: NIST Special Publication 800-53 Revision 4: Privacy control families. (NIST, 2017) contains all controls
with extensive descriptions for reference.

CNSS Privacy Overlays to NIST

On April 23, 2015, the Committee on National Security Systems (CNSS) published the Privacy Overlay to CNSS
Instruction (CNSSI) 1253, "Security Categorization and Control Selection for National Security Systems." The Privacy
Overlay is Appendix F, Attachment 6 to CNSSI 1253.

The Privacy Overlay is comprised of four Privacy Overlays that identify security and privacy control specifications

from NIST Special Publication (SP) 800-53, rev. 4, "Security and Privacy Controls for Federal Information Systems

and Organizations" to protect personally identifiable information (PII), including protected health information (PHI),

in National Security Systems (NSS) and reduce privacy risks to individuals throughout the information life cycle. The

Privacy Overlay is required for all member agencies of the CNSS (https://www.cnss.gov/CNSS/about/structure.

cfm#members). In addition, the Department of Defense (DoD) requires use of the Privacy Overlay for all DoD in-

formation systems (NSS and non-NSS) including cloud based systems containing PII (see, DoD’s Cloud Computing

Security Requirements Guide). The Privacy Overlay selects controls and control extensions from both the Security

Control Catalog and the Privacy Control Catalog of NIST SP 800-53, rev. 4 and provides additional supplemental

guidance and legal references. The Privacy Overlay contains tables that help translate the result of a privacy impact

assessment into a list of appropriate controls. Please note that a public draft of revision 5 of SP 800-53 has been pub-

lished (NIST, 2017). However, the document is not finalized. Privacy control families are summarized in appendix

E, while guidance for privacy control selection is provided in appendix F. There, the aforementioned appendix J has

been integrated.
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LINDDUN

LINDUN maps it threats via mitigation strategies directly to PETs from research literature. Where Colesky, Hoep-

man, and Hillen map their strategies into privacy patterns, the LINDDUN process finishes with references to research

literature. Table 3 below shows the LINDDUN mapping (literature references omitted - refer to LINDDUN web page

for references!).. It is not overly useful for practitioners, however it gives good insights into the research horizon on

privacy controls.
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Table 3: Mapping of Mitigation Strategies to Privacy Enhancing Solutions in LINDDUN

As we can see in table 3, the LINDDUN method aims at mapping countermeasures to known cryptographic solutions
or PETs. At the LINDDUN web page, you will find a fully referenced version of table 3.

16.3.2 ISO standards

As of today, the ISO has not published a standard on privacy controls. Controls are mentioned in some of ISO’s

standards, e.g. in the privacy management framework, however the ongoing work has not led to a published standard

yet. For the reason of the ISO’s standards being protected by a paywall, they are not used in this course.

16.4 Selection criteria for privacy controls
The selection of appropriate privacy controls is an unstruc-
tured process that has to balance several factors. Controls
are different in their risk treatment, in the cost they im-
pose, in their compatibility with administrative proced-
ures and in many other parameters. The privacy officer,
the risk manager, the business process owner and the tech-
nical experts should choose, evaluate and device upon the
appropriate controls for risks. Figure 1 below shows the
seven factors that the selection of controls has to take into
consideration.

16.4.1 Risk treatment

Privacy controls will vary in their particular approach to risk treatment. Some may deploy PETs, others may
minimize the collection of risky personal data, yet others may install safety procedures. A clear understanding of
how the risk is mitigated by the control, and how the overall impact of a data breach will be reduced by the control
should get assessed under control evaluation.
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16.4.2 Availability in particular context

Privacy controls may not be available in certain contexts. Technological solutions may be restricted from being used

in certain countries due to export control regimes. Location may restrict remote access to data. Other situations

may require certified and security-cleared systems and staff - which may or may not be available for a particular

control. When evaluating candidate controls, a thorough understanding of the application contexts of the control is

necessary. You should, in addition, consider the consequences of changes to the business model that may change the

context and use environment of the control in the near and medium future.

16.4.3 Budget limitations

Controls come at different cost. Besides direct licensing, controls have a cost of operation, a cost of maintenance

and possible additional cost for more complex overall system handling. The total cost of ownership of deploying and

maintaining particular privacy controls should be assessed.

16.4.4 Goal conflicts

Controls may cause goal conflicts with other important features or requirements of the system or the processes they

get applied to. Controls for data minimization, anonymization or encryption may, for example, violate archiving

requirements, public transparency laws or other internal requirements. Therefore, the conflicts that a control may

cause with respect to other system goals than data protection should get analyzed before deployment.

16.4.5 Effectivity and efficiency

Controls will be of different effectiveness in mitigating risks, while at the same time mitigating the risk with varying

degrees of efficiency. Proven controls should provide information about both the effect and the efficiency. However,

as shown in this lecture, those parameters are widely unknown as of today.

16.4.6 Technical feasibility

Technical privacy controls may or may not be available for particular technical contexts. Operating system variations,

programming languages, availability of portable source code in suitable programming languages and system demands

may make particular controls unusable for a particular component. The technical managers, operators and developers

should inspect such controls before decisions are made about these.

16.4.7 Procedural feasibility

Some controls are by their structure not compatible with the existing administrative processes of the application,

of the IT department or of other units involved in processes with identified risks. Risk managers will therefore, in

collaboration with the business process owner and possibly other managers, discuss the alignment of privacy controls

with the existing procedures and processes the control will get deployed into.
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Part V

Privacy Management

17 Introduction

17.1 Context of privacy management

Digital privacy, today is regarded as the right and the ability of persons to interact digitally while in control over

information dissemination and informed about who is participating in the interaction, what information about the

person is exchanged, what the information is being used for. Digital privacy can be seen as two concepts side-by-side

– the right to be left alone, not get observed while on-line; and the concept of fair-play and lawfulness expressed

in data protection philosophy and regulation. Recent regulation like GDPR shows signs of matching both concepts

by including person-centric mandatory risk and impact analysis into regulation of personal data processing. Please

proceed to the following sections that will explore the origins and the context of the concepts of information privacy

and data protection! You will first read about the development of the concept of privacy as an individual’s right.

Then you will learn about the development of data protection regulation that governs the use of personal data in

today’s information systems. Next, we will have a look at the stakeholders involved in information privacy. Finally,

you will learn the background of information privacy and for privacy enhancing technology. This is an important

section, since it lays the foundation for your understanding of the thinking that is put into technical privacy.

17.2 What is "Privacy"?
17.2.1 Definitions

Oxford dictionary:
A state in which one is not observed or disturbed by other people. The state of being free from public attention.
Merriam-Webster dictionary:

• the quality or state of being apart from company or
observation : seclusion

• freedom from unauthorized intrusion - one’s right to
privacy

plural: privacies - first known use: 15th century

• archaic : a place of seclusion

• secrecy

• a private matter : secret

17.2.2 The right to be let alone

"Recent inventions and business methods call attention to the next step which must be taken for the protection of
the person, and for securing to the individual what Judge Cooley calls the right "to be let alone" Instantaneous
photographs and newspaper enterprise have invaded the sacred precincts of private and domestic life; and numerous
mechanical devices threaten to make good the prediction that "what is whispered in the closet shall be proclaimed
from the house-tops." (Warren/Brandeis, 1890).
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"It is our purpose to consider whether the existing law affords a principle which can properly be invoked to protect

the privacy of the individual; and, if it does, what the nature and extent of such protection is." (Warren/Brandeis,

1890). Warren/Brandeis defined privacy as a "right to be let alone" (1890) inspired by social invasion caused by new

media, especially invasive press photography. They conceptualized "privacy invasion" inspired by property invasion

and bodily invasion (e.g. physical punishment or assault), and thereby let the concept of privacy enter the legal

discussion. In their article, they argue how privacy regulation would not infringe on the freedom of the press - and

how sanctions for violations could be implemented.

Privacy and privacy violations

"Privacy is the claim of individuals, groups, or institutions to determine for themselves when, how, and to what

extent information about them is communicated to others. Viewed in terms of the relation of the individual to

social participation, privacy is the voluntary and temporary withdrawal of a person from the general society through

physical or psychological means, either in a state of solitude or small-group intimacy or, when among larger groups,

in a condition of anonymity or reserve." (Alan Westin, 1967) With the appearance of computers and more and

more automated state surveillance, the right to privacy was transformed into a perspective on the control of data

dissemination. Unauthorized collection and use of personal data was considered a risk to the freedom of the individual.

The article "Taxonomy of Privacy" by Dan Solove (2006) extends the concept to a multi-step concept applied to

privacy into the digital age. Solove shows how personal data can cause harm to persons. Figure 1 below shows the

four areas of actions that violate privacy from Solove’s taxonomy:

Figure 1: Privacy-volating actions after (Solove, 2006).
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The four privacy-violating actions are:

1. Information collection: Solove groups information collection about data subjects in two groups: surveillance

and interrogation. Surveillance refers to observation and collection without the data subject’s active support.

Interrogation refers to data collection as a result of asking the data subject in one way or another.

2. Information processing: Information processing is the activity that uses or aggregates personal data, binds

it to an identified person or to other identified data. Secondary use outside of a collection purpose as well as

concerns of data subject discrimination and other issues of power are part of these activities.

3. Information dissemination: Any disclosure of personal information to other parties, e.g a confidentiality

breach, data lost to hackers, or intentional transfer of data to 3rd parties are part of the dissemination activities.

Consequences for data subjects are disclosure, exposure, increased accessibility, and possible distortions of life

such as blackmail, appropriation and others.

4. Invasions: These activities invade directly into the lives of data subjects. Solove mentions intrusions (uninvited

contact, e.g. for advertising or by stalkers) and decisional interference against the data subject (e.g. when

systems price-discriminate based on personal data collections).

17.3 What is "Data Protection"?

"No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks

upon his honor and reputation. Everyone has the right to the protection of the law against such interference or

attacks." (Article 12, The Universal Declaration of Human Rights, 1948)

17.3.1 From "being let alone" to data protection regulation

With computerization, governments and large corporations began to collect and process citizen data. Starting in

the United States of America in the 1960s, a legal and philosophic discourse about freedom, data collection and

government power led to the idea of the regulation of the processing of personal data. In 1974, the first U.S. Privacy

Act formalized regulation of government data processing. The privacy debate was taken up in Europe at the same

time. In 1970 in Hessen (Federal state of Germany) and in 1977 for all of Germany, data protection legislation was

introduced. It was mainly intended to protect the individual from state power. According to Deutsche Welle, "France

was one of the first countries in Europe to enact a privacy law. The French parliament in 1978 decreed that any

person company or government agency receiving or processing personal information without authorization could be

punishable by up to six months in prison and a maximum fine of 20,000 francs (3,000 euros, $4,115)".
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A milestone was the Council of Europe’s Convention 108 "Convention for the Protection of Individuals with regard

to Automatic Processing of Personal Data" in 1981. It lay the grounds for converging regulation of data protection

in what was to become the European Union. National refinements and EU directives further defined the concept

of data protection in Europe. Finally, in 2012, a standardized European regulation for data protection was agreed

upon: the General Data Protection Regulation (GDPR), to be applied latest from May 25, 2018.

Current regulation defines the rights of citizens (information, accession and transparency) as well as the duties of

data collectors and data processors. It, in addition, defines the roles of national supervisory authorities and of data

protection officers. In data protection regulation, often "sensitive personal data" is especially protected: Health data,

sexual orientation, membership in unions, religion, among others. Processing of such data requires either special

permissions, or is regulated by specific laws.

17.3.2 International regulation

Internationally, regulation is very varied. Beyond EU borders, different privacy legislation or data protection regimes

apply. Some countries may have very little to no regulation. The EU legislation is therefore very concerned with

cross-border transfer of personal data, which is only allowed to organizations and countries that are considered

equivalent to GDPR standards.

Compare data protection laws around the world. DLA Piper map of data collection legislation.

77



17.4 Stakeholders and forces

17.4.1 Stakeholders in information privacy and data protection

When referring to responsibilities and roles in personal information processing, many names are used for the involved

stakeholders. This page introduces the important stakeholder names and concepts.

17.4.2 Data protection terminology

In data protection regulation, three major stakeholder roles are commonly used:

• Data subject: A natural person governed by data protection legislation whose personal data is being collected,

stored and/or processed.

• Data controller: An entity (often organization) that is responsible for data processing of a data subject’s

personal data. A data controller is in control of the processing application, and in addition has the legal

relationship with the data subjects that governs privacy policies and informed data subject consent.

• Data processor: A processing entity engaged by the data controller. The processor activities are governed

by and held liable against the controller.

The roles and responsibilities of controllers and processors are extensively defined in the European General Data

Protection Regulation (GDPR) in chapter 1, article 4, which defines the rules for personal data processing in the

European Union.

17.4.3 Stakeholders in business contexts

Stakeholders in privacy and data protection are those human beings or organizations involved in the processing of

personal information. They represent business interests, society as a whole (societal values as well as government

interests), individuals being processed, government regulators, and technology vendors. Other stakeholders may be

consumer groups and activist groups. For the sake of this course module, we focus on the stakeholders in those

organizations that are responsible for digital products and services that process personal data.

OASIS defines the organizational stakeholders as:

• Chief privacy officer (CPO / DPO): Manager responsible of all matters concerning privacy and data

protection. Also called "DPO" - Data protection officer.

• IT Architect: IT specialist designing software and systems.

• Chief Information Officer: Overall responsibility for IT operations.
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• Business Analyst: Business specialist developing
the business aspects of an application.

• Team Privacy Champion: Team specialist re-
sponsible for privacy issues.

• Senior Developer: Often team leader or pro-
ject leader, responsible for strategic development de-
cisions.

• Line of Business Owner: Manager responsible for
operations or overall business based on application.
Could be product manager, operations manager or
other functions.

• Legal Department: Processes legal and policy
related matters, compliance documents and com-
plaints.

OASIS suggests that the organizational stakeholder responsibilities should be defined with the use of a table:

17.4.4 Other stakeholders

Governments are stakeholders in data protection. They enact legislation that sanctions violations. They appoint, in
addition, supervisory authorities such as data protection offices and consumer protection authorities that
regulate societal and market forces. The near future may see the appearance of certification services and audit
consultancies for privacy compliance. Non-government organizations (NGO) and activists are stakeholders
that lobby governments or other stakeholders.

17.5 Privacy & Technology
Information privacy must get considered by and implemented into technological systems that process personal in-
formation. Information technology is therefore in the core focus of privacy technology. However, additional important
aspects provide to the issue: Information security, IT management (organization of business processes and responsib-
ilities, and technology perspectives on the data subject’s involvement. How will IT systems provide "good privacy"?

17.5.1 The information security perspective

One understanding of technical privacy focuses on securing the personal data that is being processed with the means

of information security techniques. By implementing the C-I-A (confidentiality, integrity, availability) properties

with the help of cryptography, access control technology and through other means, privacy is supported. However,

C-I-A does not support many data protection requirements, such as consensual data collection, or the alignment of

processing with privacy policies. Therefore, we shall remember: "privacy" is not equal to "personal data encryption

plus access control". Cryptography is an essential tool in providing good information privacy, however the crypto-

graphic protocols that enable and maintain information privacy are far more varied and complex than encryption

algorithms.
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17.5.2 Privacy as information flows and policy

Privacy in IT should be seen as the management of consensual processes and information flows with personal data,

and as interactions based on data subject interventions. Many applications of IT implement business processes that

consume personal data. Starting from a business model that defines product, target market, assets and processes,

systems are build to implement business process models. As part of such business processes, personal data flows from

one human or digital agent to the next until the business transaction is delivered. When designing such business

process models, privacy is an important consideration. Processes are often modeled with graphical tools related to

business software. Modeling methods such as "Business Process Modeling" (BPM) are used for their specification.

How will privacy and data protection enter business process design? IBM Research invented the "Enterprise Privacy

Authorization Language" (EPAL) that "enables an enterprise to formalize the exact privacy policy that shall be

enforced within an enterprise. It formalizes the privacy promises into policies and associates a consented policy to

each piece of collected data. This consented policy can then be used in access control decisions to enforce the privacy

promises made". When used to model privacy policies, researchers found that privacy policies still offer ambiguities

that are open to interpretation by human beings (see Stufflebeam et. al.). Due to its complexity, EPAL was not

widely taken up. As of today, there are no general methods that transform privacy requirements into system design.

17.5.3 Privacy as user-centric regime

Data protection regulation is assuming a mature and free individual citizen in the role of the data subject. Therefore,

data subjects have extensive rights in knowing what is being collected and processed. They should have the right to

determine which information they share with whom. In addition, data subjects can withdraw themselves from data

processing - and require their identifiable personal data deleted or anonymized.

These transparency and intervention rights are described with the term "user-centric privacy". User/centric privacy is

concept opposed to intransparency, to "being managed". Its basic idea is that data subjects make conscious decisions

about releasing personal data. Since the release of personal data can change power distribution in relationships as

well as create personal harms and risks, data subjects shall be able to assess the status of their personal data as well

as the risks. User-centric privacy therefore has two major components:

1. Transparency of data collection and processing to and at controllers through transparency-enhancing technology

(TET)

2. Control over release, use and dissemination of personal data through privacy-enhancing technology (PET)
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To implement user-centricity, the idea of intervenability has come into data protection. Intervenability is the

concept of data subject intervention into data processing. Current legislation such as the GDPR define mandat-

ory data subject interventions (accession, deletion, correction, withdrawal of consent). Together with being in-

formed about processing (privacy policy) and being notified about data breaches, intervenability covers much of

user-centricity at regulation level.

17.5.4 Privacy as a set of properties of systems and data

In information privacy research, privacy is described as a set of system properties. Such properties are formalized

as technical properties. Pfitzmann and Hansene provided an in-depth definition of terms and technical concepts

in Version 0.34 of the "Terminology for talking about privacy by data minimization: Anonymity, Unlinkability, Un-

detectability, Unobservability, Pseudonymity, and Identity Management". It contains definitions and concepts for:

• Anonymity & Identifiability

• Unlinkability

• Undetectability & Unobservability

• Pseudonymity

• Identity and Identity Management

• Partial Identities

A large part of the scientific study of PET (Privacy enhancing technology) uses the concepts and definitions from

this document. You should study the document well! The document contains an appendix with translations of the

terminology to Czech, Dutch, French, German, Greek, Italian, Japanese, Russian, Slovak and Turkish.

Example: Pseudonym quality lattice

The figure below shows the degrees of unlinkable transactions provided by different types of pseudonyms. On

the top, personal pseudonyms provide the least degree of unlinkability, since the person will be recognized with

every transaction. Role or relationship pseudonyms specialize for a particular role or business relationship. Finally,

transaction pseudonyms that will not get re-used after "business is done" provide the highest degree of unlinkability.
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18 Privacy management approaches

18.1 IT Management: Plan-Do-Check-Act cycle
The Plan-Do-Check-Act (PDCA) model is a process-oriented approach for con-
tinuous improvement of business processes. It is credited to W. Edwards Dem-
ming. Its intention is the improvement of processes or the removal of problems as
part of an iterative process that includes planning, assessment, implementation
and evaluation. Figure 1 below shows the four stages Plan, Do, Check, Act as a
cyclus that starts with the planning phase. Figure 1: The PDCA cycle

PDCA is the framework of many IT management standards. The ISO 2700x family of standards for information
security management is an implementation of PDCA that is very relevant for privacy management. Figure 2 below
shows the activities of security management mapped to the phases of PDCA.

1. In the Plan phase, the business objectives are identified. Management support is obtained, the scope of the
ISMS is defined. Risk analysis methods are chosen, and an appropriate inventory of assets at risk with ranked
risk assessments is produced.

2. The Do phase manages the risks by generating a treatment plan for the risks, by allocating budgets, training
staff and by the creation of policies.

3. The Check phase monitors the implementation of the security management activities, and possibly prepares
for the certification of its results.

4. The Act phase carries our re-assessment audits that evaluate the overall outcome of the corrective actions and
the initiates a new round of the cycle with corrective input, if necessary.

Figure 2: PDCA cycle for ISO 27000 Information Security Management System (ISMS). From "Planning for and
Implementing ISO 27001" by Charu Pelnakar, ISACA Journal, Vol. 4, 2011.
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If the first iteration of a PDCA cycle does not remove the risks in satisfactory ways - or if new assessments should

introduce new risks - then the cycle will be re-run again and again, until the major security issues are resolved in

satisfactory ways. Figure 3 shows three iterations of PDCA that finally in the 3rd iteration resolved the problem:

Figure 3: Multiple iterations of the PDCA cycle are repeated until the problem is solved.

A ISMS in compliance with ISO27001 will require very detailed preparation, and will need in addition dedicated
staff resources. In Figure 4 below, you can see a detailed view of an ISMS. A full ISMS is therefore often feasible
for large organizations with both corporate IT policies, training and professional information security managers. An
existing ISMS can be used as a framework for the integration of privacy management by introducing privacy risk
assessment elements, personal data assets and corrective actions for privacy and data protection into the existing
ISMS. However there will arise a need for more staff trained for privacy management.

Figure 4: Detailed sketch of an ISO27001 ISMS.

If you consider the integration of privacy management into your existing ISMS, the article "Mapping between GDPR
(the EU General Data Protection Regulation) and ISO27k" published by the ISO27k forum will be helpful to you.
It lists overlaps and similarities between GDPR requirements and ISO2700x security management. The document
even suggests relevant ISO 27001 controls for managing privacy.
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18.2 LINDDUN method for threat-based privacy design

18.2.1 Overview

LINDDUN ( short for Linkability, Identifiability,Non-repudiation,Detectability,Disclosure of information,Unawareness,

Non-compliance) is a privacy threat analysis method that assesses the privacy threat situation. It supports the pri-

vacy analyst with threat trees that help to select corresponding privacy controls. LINDDUN was developed by the

DistriNet Research Group at KU LEUVEN in Belgium. LINDDUN is a two-phase process that first defines the

problem space, and then charts the solution space for privacy threats. Step 1 to 3 are part of the problem space

definition, while steps 4 to 6 are part of the solution space mapping. To define the problem space, LINDDUN works

based on data flow diagrams (DFD). They map the flow of personal data between actors and components of an

information system. This is represented in step 1 of the LINDDUN process diagram in figure 1.

Figure 1: LINDDUN process, from www.linddun.org

Step 2 maps privacy threats to the identified data flows. In step 3, the overall threat scenarios on the system
are specified. With step 4, we enter the solution space. Step 4 prioritizes the identified threats. In step 5, the
threat mitigation strategies are chosen. Finally, step 6 selects the effective countermeasures by mapping identified
mitigation strategies to privacy technologies. To facilitate analysis, LINDDUN provides threat lists, lists of PETs
(Privacy enhancing technologies) and strategy guidance that is to be used under analysis.

18.3 Privacy by Design

18.3.1 Term and Context

"Privacy by Design" is a term that refers to the idea of designing privacy functionality into information systems from

the start. It is a term that evolved in the 1990s and matured in the 2000s. The term was used often in political

and activist contexts that were promoting the idea of user-centric information privacy. To understand the term,

one has to imagine the context of that time. Information systems were designed with the mindset of the web client

connected to the large server. The purpose of a system was the implementation of a business purpose. Only the

business purpose and the cost of the system were relevant. Regulation such as data protection was perceived as a

cost factor that had to get dealt with at minimum expense.

This lead to a number of strategies and tactics deployed for data protection compliance, such as:
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• Creative legalese writing of complex and unreadable
privacy policies that were made to hide the actual
vast data processing consent (see Annie Anton’s art-
icle).

• Power play: Users who disliked data collection were
denied service and participation.

• Ignorance: requests for insight into data processing
were ignored or denied based on claims of business
secrecy.

• Users were asked to protect their privacy with ex-
ternal actions and tools such as early user-centric
PETs.

• Software that had options for privacy-friendly
configuration came with default configurations that
consumed personal data (a strategy still deployed by
web browser and operating system vendors today).

In this context, privacy researchers recognized that end users (data subjects) will never possess enough power,
resources or time to actually execute their rights guaranteed in data protection acts. The researchers concluded that
the burden of delivering compliant IT systems should be put on the system vendors, not on their users. The vendors
were seen responsible for designing privacy-friendly systems. This was the birth of the "Privacy by Design" concept.

18.3.2 Concept

The seven principles of Privacy by Design, as postulated by Anne Cavoukian, are described below.

Principle 1: Proactive not Reactive; Preventative not Remedial

Principle 2: Privacy as the Default
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Principle 3: Privacy Embedded into Design

Principle 4: Full Functionality – Positive-Sum, not Zero-Sum

Principle 5: End-to-End Security – Full Lifecycle Protection
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Principle 6: Visibility and Transparency – Keep it Open

Principle 7: Respect for User Privacy – Keep it User-Centric

18.3.3 Critique

"Privacy by Design" was perceived by regulators, activist and politicians as a methodology for embedding privacy

in newly designed systems. However, while the seven principles are expressing principal requirements for built-in

privacy, they still are closer to the legal philosophy of privacy than they are to the software engineering process.

Therefore, two different types of criticism against "privacy by Design" have evolved:
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1. The seven principles for privacy by design do not relate to the software engineering process. They do not provide
any functional requirements that are meaningful to a software architect or to a requirements engineer. The
principles still have to get interpreted by privacy experts into a particular specification process. Technicians and
software engineers are often left confused concerning what they, in practice, should do with the seven principles
when they go about with designing a new information system that consumes personal data. Watch Claudia
Diaz’ elaborating the weaknesses and show privacy engineering with examples in this lecture video: Claudia
Diaz’ presentation "Engineering Privacy by Design" (https : //www.youtube.com/watch?v = AEjWsxZkjD0)

2. The Privacy by Design principles are focused on designing new systems. However the world is full of decade-old
legacy systems and databases that are already there. Only a fraction of the information systems in use will
be rebuilt from scratch at any time in digital history. What the principles do not support is the process or
re-engineering existing systems.

The term "Privacy by Design" has since been included in new regulation, and is well-present in the privacy debate
around the world. However, it is yet far away from a functional or technical specification that will be instructive to
software architects.

18.4 OASIS privacy management: Privacy by Design for Software Engineering
OASIS provides us with a template for the systematic analysis of systems that process personal data. OASIS (Or-
ganization for the Advancement of Structured Information Standards) hosts a technical committee that works on the
OASIS Privacy by Design Documentation for Software Engineers (PbD-SE). Although the documentation
is not yet finished, its draft version is available at the OASIS web page. In this document, the authors elaborate
how a use case or business case shall get analyzed in a structured 12-step process supported by the "Privacy by
Design Use Case Template for Privacy Requirements". The result of the analysis is a privacy requirements
specification. Step by step, analysts will assess a use case, the involved stakeholders, the personal data and data
flows, and then finally specify the necessary policies and functions.

12-step process for "Privacy by Design"
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Below in the table, you find the Privacy by Design Use Case Template for Privacy Requirements including comments

on the use of the template.The template is used by privacy engineers and system owners to discuss the use case, the

data subjects and the processed personal data in connection to to systems used to process the personal data. The

"description" column is used to document the findings.

# Step Description
1 Use Case Title
2 Use Case Category
3 Use Case Description
4 Applications associated with Use Case

• Relevant applications and products requiring software development where
personal data is communicated, created, processed, stored or deleted

5 Data subjects associated with Use Case
• Includes any data subjects associated with any of the applications in the
use case

6 PI and PII and the legal, regulatory and /or business policies governing PI and
PII in the Use Case
• The PI and PII collected, created, communicated, processed, stored or
deleted within privacy domains or systems, applications or products
• The policies and regulatory requirements governing privacy conformance
within use case domains or systems and links to their sources

7 Domains, Domain Owners, and Roles associated with the Use Case – Defini-
tions:
• Domains - both physical areas (such as a customer location or data center
location) and logical areas (such as a wide-area network or cloud computing
environment) that are subject to the control of a particular domain owner
• Domains - both physical areas (such as a customer location or data center
location) and logical areas (such as a wide-area network or cloud computing
environment) that are subject to the control of a particular domain owner
• Roles - the roles and responsibilities assigned to specific participants and
systems within a specific privacy domain

8 Data Flows and Touch Points Linking Domains or Systems
• Touch points - the points of intersection of data flows with privacy domains
or systems within privacy domains
• Data flows – data exchanges carrying PI and privacy policies among domains
in the use case

9 Systems supporting the Use Case applications
• System - a collection of components organized to accomplish a specific
function or set of functions having a relationship to operational privacy man-
agement

10 Privacy controls required for developer implementation
• Control - a process designed to provide reasonable assurance regarding
the achievement of stated objectives [Note: to be developed against specific
domain, system, or applications as required by internal governance policies,
business requirements and regulations

11 Services
• Service - a collection of related functions and mechanisms that operate for
a specified purpose

12 Underlying functionality
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19 Why there is a need for privacy management

19.1 Will PETS solve the problem? An excursion into privacy enhancing technology

19.1.1 History of PETs

PET as a research topic has been opened by David Chaum in 1981. In his 1981 MIX paper, he describes a method

for anonymous and unobservable delivery of electronic messages called "Mix". Chaum uses security protocols and

subsequent layers of encryption to provide privacy protection by "mixing" several people’s email traffic in encrypted

form. The concept later was implemented in the MixMaster email anonymization system which is the first practically

available PET system.

Historic development of privacy enhancing technology, (Fritsch, 2007).

The appearance of technological measures for privacy protection coincides with strengthening legal regulation of
the use of personal data on information systems. Starting in the 1970s, regulatory regimes were put on computers
and networks. Starting with government data processing, along the lines of computerization of communication and
workflows, explicit rules like the European Data Protection Directive of 2002, and later the GDPR, have been put
in place. Several companies turned privacy protection into a business model for anonymous internet access, for one-
time e-mail addresses, Spyware detection and other purposes (Anonymizer.com, Zeroknowledgesystems.com, dossier
services, XeroBank, Anti-Spyware, Virus tools).

With the globalization of the economy and the IT infrastructure supporting it, in the years staring the 3rd millen-

nium, privacy management turned into a matter of corporate governance and compliance, with legislation targeting

this issue. Standardization bodies and interest groups such as ISO, W3C and IETF initiated privacy technology

standardization work. Global players such as IBM and HP targeted corporations with their privacy compliance

services. In this context, recent efforts on using Trusted Computing to implement privacy-compliant data handling,

show the path to the future of information privacy as a matter of compliance.

19.1.2 Typology of PETS

PETS are divided into two categories: transparency tools and opacity tools. Transparency tools are intended to

create insight into data processing. Their effect is a better understanding of procedures, practices and consequences

of personal data processing at a data processor. Because they enhance understanding and visibility, they are called

transparency tools. Opacity tools are intended to hide a user’s identity or his connection to personal data that occurs

at a data processor. As they hide identities, reduce visibility, or camouflage connections, they are called opacity tools.
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Examples for transparency and opacity tools (Fritsch, 2007).

Opacity tools

Opacity tools are technical mechanisms and tools that hide personal data, hide connections between personal data,

and between personal data and identity information. Techniques used in opacity tools are:

• obfuscation;

• encryption;

• data separation;

• anonymization and pseudonymization;

• access restrictions;

• use restrictions.

Historically, the term "privacy enhancing technologies" (PETs) refered to tools that hide, restrict or control personal
data in the interest of data subjects. Therefore, many PETs are opacity tools. Many opacity tools are summarized
in (Fritsch, 2007).

Transparency tools

Hedbom defines transparency tools in the following way:

A transparency tool for privacy purposes is a technological tool that has one or more of the following characteristics:

• gives information on intended collection, storage
and/or data processing to the data subject, or a
proxy acting on the behalf of the data subject, in
order to enhance the data subject’s privacy;.

• provides the data subject, or a proxy acting on the
behalf of the data subject, with access to stored
data and/or to logic of data processing in order to
enhance the data subject’s privacy;.

• provides counter profiling capabilities for a data
subject, or a proxy acting on behalf of the data
subject, in order to ’guess’ how her data match
relevant group profiles that may affect her risks and
opportunities, implying that the observable and ma-
chine readable behavior of her environment provides
enough information to anticipate the implications of
her behavior.

Transparency tools (or transparency enhancing tools, TETs) are generally seen as a combination of technological
solutions and legal or procedural frameworks. Transparency tools can, however, create new privacy problems when
they log data processing activity or communication with other data subjects, as Pulls points out:

In general, transparency can be in conflict with the privacy principle of data minimization. For example, ensuring
the privacy (in particular, the confidentiality) of a private conversation is natural, while making the conversation
transparent to a third party is a violation of the expectation of privacy of the conversing parties.
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An important distinction for transparency tools is the division into ex-ante (inform before processing) and ex-post

(inspect after processing) TETs. Zimmermann provided a classification of TETs in TetCat that is based on the

degree of interactivity and intervention provided to data subjects. TetCat is shown in the figure below:

TetCat classification of transparency enhancing tools (Zimmermann, 2015).

Zimmermann divides TETs in untrusted TETs - based on assertions or declarations by data processors - and
trusted TETS that actually inform about data processing. The trusted TETs are divided in before-processing (ex
ante) and after-processing (ex-post) TETs.

Ex-ante TETs are further divided into awareness TETs and declaration TETs, where the first category is
informative, while latter category involves data subject interaction in inspecting and accepting data processing.
Ex-post TETs are divided into audit TETs for inspection by data subjects, intervention TETs that enable
limitation of data collection and use, and remediation TETS that in addition accommodate the manipulation and
removal of personal data.

19.2 Limitations of PETs in practice

This section of the course will look at PETs’ limitations. PETs have technological limitations, limitations in their

ergonomy and user friendliness as well as in their maturity as part of a decision-making process in IT investment.

19.2.1 Technological performance

Privacy-enhancing technology deploy massive amounts of cryptography to hide information. MIX-based anonym-

izers or anonymous credential technology such as IDEMIX comes with computational cost. The use of asymmetric

cryptography and the layered application of cryptography both impose considerable computational load both on

servers and on end user devices. Both the relative slow web surfing experience of using the TOR anonymizer and

the computational turnover times times of "anonymous credential" systems (IDEMIX, U-Prove, Privacy ABCs) have

been widely discussed. Policy-based work-flow enforcement such as Sticky Policies come with an enormous increase

in system complexity, both for software engineers and for the system users.
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Usability Privacy policies and their underlying security models restrict data subjects and data processors in how
they can use their systems. Privacy handling procedures and technology normally degrades the user experience of
data processing in two ways. First, the system imposes procedural restrictions on information handling (e.g. approval
of data processing, restriction of data collection). Second, the application of controls such as PETs and TETs change
system performance, and may require users to understand and master complex rules such as access control policies
(f.ex. social media person-based discriminatory access restrictions). For each application, there is a limit on how
much degradation users will accept until the individual value of using the application disappears (See Fritsch and
Fuglerud, 2010). The research field "Usable Privacy" works in this area. Its goal is the provision of usable user
interface to privacy technology.

19.2.2 Privacy management beyond PETs

Only few studies exist on the cost of privacy management on the business side. In 2004, the Ponemon Institute
conducted a study for IBM (Ponemon, 2004). It provides a cost factor model (see table 1) and provides some insight
into corporate spending patterns for privacy management in large corporations. The authors define a "total privacy
cost framework". The approach is to compare the cost of non-compliance to privacy requirements to the cost of
investing in privacy management with respect to its effect.

The assumption is that the optimum in privacy spending is where the expenditure equals the non-compliance cost.
This results in the calculation of privacy protection cost not with the goal of maximum privacy, but cheapest
compliance.

Table 1: Cost of privacy from (Ponemon, 2004).
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From (Ponemon, 2004), some significant insight can be gained. The survey lists the privacy costs ranked by direct

cost. IT systems (e.g. PET or IDM), are on the third position of the most expensive cost factors, amounting about

one-third of the cost of privacy office, and less than 50% of the cost for training. Beyond PET, there eight other

cost factors exist that are policy-intense or involve specialized employees, e.g. lawyers. Privacy technology by itself

is not a main cost driver – policies, enforcement, legal counsel and many other factors outnumber the cost of PET

used. When deciding on the deployment of privacy-enhancing technologies into a business infrastructure, return-on-

investment (ROI) considerations will play an important role in any investment decision – both on the business and

the user sides.

19.2.3 Return on investment

When choosing components, software architects are interested in their properties beyond the technical properties.

Components come with a cost, so a “return on investment” perspective on privacy controls is important. Every

solution comes with its individual strengths and weaknesses. Some may impose a heavier computational load, others

may reduce usability of the overall system. Other solutions will require more system administration time. Therefore,

it is important to parametrize privacy controls according to the expected return on investment.

As a complement to the “Return on security investment” (ROSI) instrument, a “Return on privacy invest-

ment” (ROPI) instrument can be used to assess the return of privacy investments (Fritsch and Abie, 2008).

Figure 1: Return on privacy investment instrument.

It enhances the ROSI-like approach Likelihood*Damage – Cost. Figure 1 shows that from the total value of privacy

protection, ROPI reduces financial risks through investments that avoid the risks. ROPI states the effect that a

particular investment has on the privacy-relevant value of an information system. With the parameters in figure 1,

ROPI is defined as:

Value_after_investment = Value_of_Privacy – (Value_at_Risk – ROPI)

where for any privacy breach LB : ROPI = PB ∗ CB − ICB
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ROPI is based on concepts and empirical data that have yet to be scientifically explored and defined. ROPI is the

reduction of a privacy risk through an investment. It takes into account the likelihood of a privacy problem expressed

in PB , the cost of a privacy problem expressed in CB , and the investment cost for a countermeasure, expressed as

ICB (where C is the countermeasure, B the breach). As you can see the ROPI method requires defined lists of

breaches, cost of breach, and cost of investment as an input.

From a risk management perspective, ROPI will reduce privacy risks that have been assessed as "value at risk".

An investment in PET – or insurance – then is sought after by analyzing countermeasures, their cost, and their

effectiveness. Unfortunately, the components of the ROPI model are almost exclusively the white spots on our

privacy risk management road-map. The section below will elaborate this.

19.2.4 Poor data on privacy risks and PETs make PET usage difficult

On the practical side, a methodology for privacy-risk reduction in information systems is needed. It should select

the right amount of privacy protection – for a tolerable investment - to reduce the risks. For quick and efficient

construction of privacy-respecting infrastructures, tools for process modeling, lifecycle management of personal data

are necessary. Within the personal information treatment process, some form of "black box" abstraction for the PET

basic functions is needed. This abstraction reduces a PET component to its functionality, cost of acquisition and

cost of operation. Of particular interest are:

• The value of privacy in IT systems;

• The cost or damage that occurs upon privacy
breaches;

• The cost-benefit distribution between companies and
users (called the "dual nature" or privacy risks be-
low);

• An abstraction of PET components into building
blocks with functions, effectiveness measure and cost;

• A model of privacy risks and their magnitude of im-
pact;

• A model of cost versus risk versus investment;

From the above sections on the cost factors of privacy as well as the ROPI model, we see the need for good information

about the technological, economic and risk-reducing properties of privacy controls. However,very little concrete data

is available. Data was so insufficient that many countries, including the EU members through their 2018 GDPR

implementation, regulated privacy incident reporting with laws. We can at least expect figures about breaches and

possible causes of breaches to accumulate in the near future. A recent report from the Ponemon Institue (Ponemon,

2017) shows figures about data breach handling cost in a global scale. Where it comes to other factors, such as the

cost of ownership of PETs, the effectivness and efficiency of particular solutions, or the product quality of PETs,

privacy managers are mostly left to their own assessments. Many companies maintain their own internal figures with

breach data, countermeasures, efforts spent, maintenance efforts and accumulate thereby experiential knowledge

about the quality and the other properties of PETs and other privacy solutions.
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For any deployment of PET into information systems, the effectiveness of the PET measure against threats is

important. Since risk and associated cost are not easy to quantify, the verification of effectiveness of a PET system

relative to its cost is one more unknown parameter. It is a base to economic and technical decision-making that is –

so far - hard to express in numbers. While PET cost of installation and operation, although non-existent, could be

assessed with experiments, the efficiency of their deployment remains unknown. Summarizing this section, we note

that PETs are:
• often poorly aligned with business models or regula-

tion;

• costly in integration and operation;

• poorly usable due to complexity and resource use;

• unclear about their actual performance;

• complicating development;

• of varying product quality, often simply research pro-
totypes.

Summarizing, we see that there is a need for empirical data on PETs and their properties. This was summarized in
(Fritsch and Abie, 2008) as a road-map to the management of privacy risks in figure 2.

Figure 2: Road-map to privacy risk management from (Fritsch and Abie, 2008).

The road-map offers three "roads" that are build along the timeline: the risk model road, the cost & effect lane,
and the empirics road. Each of the three roads provides a path to collect and increase knowledge about privacy
risk mitigation.

• The risk model road is used to improve privacy risk analysis and privacy impact analysis models.

• The cost & effect lane is a track that collects data on PET effectiveness and efficiency, and in addition
provides functional abstractions of PETs that relate to privacy risks (e.g. privacy patterns).

• The empirics road is traversed to collect empirically sound base data on the value of personal data, the cost
and frequency of data breaches and other information that will help quantify actual risk and damage as part
of a privacy management model.

However, as of today, mandatory privacy breach reporting to government authorities is the only solid source of
empirical data. Any organization interested in long-term, empirically funded privacy management will need to set
up their own task force to collect data on all three paths of the road-map - e.g. with researchers at Karlstad
University!
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19.3 Privacy management: data, processes and administration
19.3.1 Working with personal data

The processing of personal data should be aligned with a business purpose and a business process. Often, personal
data is used as part of a business work-flow. This work-flow is aligned with the privacy policy that describes personal
data processing as part of the data subject consent collection. When handling personal data, two aspects need
attention: The control of personal data flows, and the management of identities of data subjects and data processors.
Figure 1 below shows on the left side how data flows are composed of collection, storage, processing, transfer and
deletion of personal data. On the right side, figure 1 shows how identity management is an important aspect of
personal data processing through identification of authorized access, authentication of involved parties, linkability of
data sets (or the absence thereof through anonymization), expression of ownership of data, and delegation of rights
to other parties.

Figure 1: Aspects of privacy protection: Data flow and identity management.

The handling of personal data as "business process" therefore includes a number of mechanisms known from business
process management systems. Data flow models aligned with the privacy policy and the business models are a
precondition for successful privacy compliance. They, in turn, demand role and access control models for staff.
Additionally, identity management of the data subjects over the complete data processing and storage period is
needed.

19.3.2 Formalizing data flow and privacy constraints

A formalized description of access restrictions is called a "privacy policy", an analog to "security policies". However,
the term is ambiguous, since privacy policies for end users that are written in prose (a form or technique of language
that exhibits a natural flow of speech and grammatical structure) are referred to by the same name. For this section,
we presume that there are formalized, machine-readable privacy policies that have been specified in harmony with
the prose versions written by legal experts.

The binding of data flows to privacy policies and to security and privacy controls is a challenge for software
engineers. Two XML-based languages for the description of privacy constraints have been specified:
- EPAL: the Enterprise Privacy Authorization Language
- XACML: the eXtensible Access Control Markup Language
In (Anderson, 2005), you can read how these two languages compare.

In practice, information systems need to consider the rules laid forth in privacy work-flow specifications through
security functionality. Hewlett-Packard’s research group on privacy specified a hardware-supported system called
Sticky Policies for this purpose. It consists of an architecture of trusted hardware that executes data processing
only according to policies that are attached to the encrypted personal data. The concept included the management
of user consent statements as part of the data flow and access control model. The Sticky Policy concept is a very
complex cryptographic system that needs to span over the overall infrastructure of data processing, including all
subcontractors. An introduction to the overall architecture with an example application is provided in (Pearson and
Casassa Mont, 2011).
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19.3.3 Managing personal data

For the sake of completeness and with reference to the data subject intervention rights defined in the EU GDPR, I

mention a number of issues of importance when working with a data model for storing and handling personal data.

To satisfy data subject rights, data processors will need to be able to provide detailed information about what data

they store, how they processed it, for what purpose (under what privacy policy/data subject consent version), and

which other processors they shared it with.

The ability to answer such inquiries requires a stringent householding approach to personal data. It may include:
• stringent data labeling with metadata (provenance,

data subject identity assurance, references to privacy
policies and consent statements);

• stringent control over modifications in business
models, business practice, change of organizational
structure or change of hardware/software that may
cause update of privacy policies and renewal of data
subject consent;

• privacy-friendly logging of processing transactions
and their purpose;

• mechanisms for the archival and reference of past
versions of privacy policies personal data was collec-
ted under, including links to data subject consent
versions for the respective occasion;

• identity management for data subject identification
and long-term recognition of legitimate data sub-
jects.

The correct and law-abiding management of personal data collections will therefore impose serious housekeeping
efforts on the responsible organizations.

20 Summary
20.1 Privacy in the life cycle of IT management
It is time to summarize the course! You have made it to the last portion of course content! This section will present
you a connected summary of the course content compiled as a reference framework. It will show you when you
use the learned approaches in which phase of system design and maintenance. This work is based on the article
"Privacy in the life-cycle of IT Services" (Rother, Schiering 2013). In their article, authors create an overlay over
contemporary information technology (IT) development and IT management that shows how privacy design and
management activities are related to those activities. The IT life cycle models COBIT, TOGAF and CMMI are
applicable to the V model of software development, while ITIL is mostly concerned with operations of IT systems.
Figure 1 below illustrates how the IT management models overlay with the V model.

Figure 1: IT management frameworks and their relationship to the V-model of software development (Rother,
Schiering 2013).
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Unlike the previous parts of this course which focused on plan-do-check-act cycles, the V model spans from early
design to implementation of a system. The PDCA activities from earlier course sections will mainly be carried our
in the "operations and maintenance" phase of the IT life cycle (although feeding back information to re-engineering
activities). Roter and Schiering place LINDDUN into the requirements engineering and architecture specification
phase of the V model. Some may argue that LINDDUN reaches forth into the design phase, however as of now
LINDDUN is very little helpful in determining actual design decisions. As shown in Figure 2, privacy patterns are
mainly relevant in the design phase, while data protection and privacy impact assessments are carried out during
conceptualization, requirements engineering, design and implementation as well as during the testing and certification
phase.

Figure 2: Privacy design and management activities as part of the IT life cycle. From (Rother, Schiering 2013).

Risk-driven operational privacy management is then applied to the operations and maintenance phase as well as to
the termination of the IT system. For a closer look at the privacy design and management support in ITIL, COBIT,
TOGAF and CMMI, please refer to the article (Rother, Schiering 2013).

20.2 Management summary

Privacy management will not be possible without proper support and budget from management. Managers will not

use their precious time on this course. Instead of providing a 1-page-summary of this course to convince management,

I provide you with two links that should get the privacy management project going.

On LinkedIn, Constantine Karbaliotis, Director, Leader Managed Privacy Services, at PwC Canada, has posted what

he called the "The Nightmare Letter: A Subject Access Request under GDPR". Later, he added the equivalent letter

for inquiries from the data protection authority, and a data subject rectification request letter to his blog.

I conclude the course on privacy management with my recommendation to read and save the "nightmare letter". It

should have its effect when used in communication with the CEO and the legal department.
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Part VI

Privacy engineering & privacy patterns

21 Software Architecture and Design Primer

Goals of this module

- To give a basic introduction to software architecture and design

- To introduce some basic terminology, such as quality attributes and architectural tactics

Let’s start with a cliffhanger... A piece of architecture

21.1 So, what do architects do?
• Architects,

– Design, plan, and develop residential and com-
mercial structures

– Based on their customer’s wishes, objectives
and budget,

– Considering the building’s style, safety, sustain-
ability and other concerns

• Or more abstractly speaking

– They take as input their customers’ require-
ments

– Make principal design decisions regarding the
structures of the building

– Considering the desired quality properties

21.1.1 Do we have something similar for software(-intensive) systems?

• Software is a fundamental piece in all sectors of so-
ciety

• Software(-intensive) systems become increasingly
complex

– Flight software in a Boeing 787: 14 MLOC
– Windows 7: 40 MLOC
– Facebook: 60 MLOC
– Avg. high-end car: 100 MLOC

• Do you think this works without spending some
thoughts on designing and planning?

• Software architects

– as input requirements and general con-
straints,

– make principle design decisions from a set of
alternatives that determine macro-structures
aiming to adhere to these requirements

– and strives to embed, evaluate and evolve
them in the developed system as it is implemen-
ted and evolved

• Software designers

– Refine those designs decisions and the corres-
ponding structures
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21.2 Mind the gap

21.3 Attempts to define software architecture
• Many definitions state similar to IEEE standard

1471: "the fundamental organization of a system
embodied in its components, their relationships
to each other and to the environment and the prin-
ciples guiding its design and evolution."

• You can find over 100 definitions at
www.sei.cmu.edu/architecture/start/community.cfm

• Many definitions state: "The software architecture of
a system is the set of principal design decisions."

• "The decisions that are the most difficult to
change."

• Shift from the result of architecting (components
+ relationships) to the rationale – the decisions.

21.4 Things influencing this decision making
• Functional requirements

– Inventory functionality, reservation functional-
ity

– Multi-user support and support of different user
types (student, staff)

– Accessible via the internet

• Quality attribute requirements

– Security: How to deal with which kinds of se-
curity threats?

– Performance: How many simultaneously active
users?

– Usability: is the GUI convenient on all suppor-
ted platforms?

Constraints: Standards to be used, legal issues, resources, organizational constraints

21.5 Quality attributes and quality models
• What is quality?

– Latin "qualitas": the nature/distinguishing
characteristic of something

– Quality: "the degree of excellence of some-
thing"

• Quality attributes reflect the multiple dimensions
of quality:

– A software can be great w.r.t. performance...
– ...and pretty bad w.r.t. maintainability

• Quality attributes are categorized and refined in
quality models

• ISO 25010 defines a quality model with eight top
level attributes

– Functional Suitability
– Performance Efficiency
– Compatibility
– Usability
– Reliability
– Security
– Maintainability
– Portability
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21.6 What is driving the software architecture the most?
• Functional requirements?

– Naah, any structure will do.

• Constraints?

– Often imply quite easy design decisions

• Quality attribute requirements?

– Most important drivers
– Often competing and requiring trade-offs

A piece of architecture

21.7 Architectural tactics
• Creating the (software) architecture of a system

means to a large degree to make decisions towards
fulfilling and balancing the desired quality at-
tributes.

• We call these decisions architectural tactics.

• Architectural tactics are "reusable" design decisions
that can be applied to influence how a (part of a)
system addresses a single quality attribute.

• They can be categorized and organized hierarchic-
ally.

Example: Architectural tactics for availability

21.8 What got privacy to do with this?

• Privacy protection can be considered one of a system’s quality attributes

• In most quality models, privacy is neglected.

• The GDPR makes neglecting privacy an extensive mistake!

• So, are there architectural tactics (and patterns) for privacy privacy protection?

22 Privacy Design Strategies

Goals of this module

- To introduce and explain architectural tactics for protecting privacy

- Summarize the main points of the reading material for this module
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What we want to find out... 22.1 Privacy design strategies
• Privacy design strategies are defined by Hoepman

– They describe fundamental approaches to
achieve privacy protection

– For that purpose, they favor certain structures
in software over others

• Architectural tactics for privacy protection are

– design decisions that influence how a system (or
a part of it) addresses privacy protection

• Privacy design strategies seem to be appropriate

22.2 Overview of privacy design strategies 22.2.1 Strategies = Tactics?(!)

• Confusing terminology from two different communit-
ies:

– Privacy design strategies from the privacy and
security research community

– Architecture tactics for privacy protection from
the software architecture community

• We use them synonomously

22.2.2 Minimize

"The amount of personal data that is processed
should be restricted to the minimal amount pos-
sible."

• Is the amount of personal data collected justified by
the purpose?

• Is there another way of fulfilling the same purpose
with less personal data?

• Examples of implementation

– Use of pseudonyms in a system because there is
no need for persons’ real names

22.2.3 Hide

"Any personal data, and their relationships, should
be hidden from plain view."

• Is personal data stored/transported/etc "as it is" or
is it, in some way, transformed such that it cannot
easily be used by others

• Data in plain view is easier to abuse

• Who the "others" are, depends on the usage context

• Examples of implementation

– Anonymization or encryption of data
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22.2.4 Separate

"Personal data should be processed in a distrib-
uted fashion, in separate compartments whenever
possible."

• Makes it harder to create full profiles of persons
based on their personal data

• Prefer distributed processing over centralized pro-
cessing

• Prefer local processing over remote processing

• Examples of implementation

– Storing customer contact information and pur-
chase information in separate databases

22.2.5 Aggregate/Abstract

"Personal data should be processed at the highest
level of aggregation and with the least possible de-
tail in which it is still useful."

• Process personal data at the level of detail that is
absolutely necessary (and not in more detail)

• Aggregate data over groups of individuals, over
groups of attributes, over time, ...

• Examples of implementation

– Age ranges or regional categories instead of
birthday and address in surveys

22.2.6 Inform

"Data subjects should be adequately informed
whenever personal data is processed."

• Inform data subjects about

– Which of their personal data is processed by
which means for which purpose

– The security mechanisms used to protect their
personal data

– Third parties with which data is shared
– Their data access rights

• Examples of implementation

– Provide a clear, understandable privacy policy

22.2.7 Control

"Data subjects should be provided agency over the
processing of their personal data."

• Provide appropriate means to data subjects to exert
their data protection rights

• Provide appropriate means to data subjects for de-
ciding whether or not to use a system and for con-
trolling the processing of personal data

• Examples of implementation

– Notifications of desired access rights of apps
– Customizable privacy settings in, e.g., social

network systems
– Means to execute subjects’ right to be forgotten

22.2.8 Enforce

"A privacy policy compatible with legal require-
ments should be in place and should be enforced."

• Create, maintain, and update a privacy policy

• A privacy policy accounts for technical controls and
organizational controls to privacy protection

• It should cover the full life-cycle of a system

• Examples of implementation

– Access control systems

22.2.9 Demonstrate

"The data controller must be able to demonstrate
compliance with the privacy policy and any legal
requirement."

• Always be able to show how the privacy policy in
place is implemented

• Explicitly required by the GDPR!

• Examples of implementation

– Publish a recent audit certificate confirming
compliance
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23 Privacy Design Patterns

Goals of this module

- To explain what patterns are & To show examples of privacy design patterns

23.1 What are patterns?

23.1.1 Description of patterns

• Name

• Context: The situation/class of system in which the
pattern can be applied

• Problem: Description of what the pattern tries to
solve, often express as the forces that it tries to bal-
ance

• Solution: description of the structure, i.e. configur-
ation of elements that solves the problem and how
they interact

• Often added categories

– Summary of pattern
– Goals: what is achieved by applying the pat-

terns
– Constraints and consequences: which benefits

and potential disadvantages has the patterns
– Motivating example
– Known uses.

23.1.2 How do patterns relate to tactics?

• A single tactic addresses a single quality attribute

• A pattern "bundles" several tactics, potentially for different quality attributes, and describes how to apply them

23.2 What are privacy design patterns?
According to the previous definition: a general, reusable

software design solution to a common privacy
protection problem within a given context.

23.2.1 Example of Privacy Design Patterns

• User data confinement

• Asynchronous notice

• Location Granularity
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23.3 User data confinement

• Context: Any service collecting personal data from
the user of the service.

• Problem:

– Many system architecture tend to collect and
store data in central entities, e.g. databases

– The user is forced to trust these entities and
share sensitive data with them

• Solution: "turn around the trust relationship"

– Leave storage and processing of sensitive data
to the data subject / customer.

– Instead of customers having to trust the service
provider that their privacy is protected...

– ...the service provider has to trust the cus-
tomer’s data storage and processing

• Applied strategies: Aggregate (Minimize), Separate

23.4 Asynchronous notice

• Context: Any service that processes personal inform-
ation over a longer period of time

• Problem:

– A user might have forgotten that he initially
gave consent for his data being tracked

– The initial consent might have been forged by
an attacker

– User may get surprised / upset about the pro-
cessing of his data

• Examples

– A webshop showing ads related to and based on
previously visited content, consent provided at
first visit.

– A mobile app tracking the device’s geographic
position, consent provided at installation.

• Solution:

– Proactive notification of the user about data
processing after the time of consent.

– Message should include information on kind of
processing and options for accessing and con-
trolling (see also "Control" strategy)

– Notice may also include summary of data col-
lected most recently.

– Make sure notification can reach user (e.g., mes-
sage to verified e-mail address)

• Applied Strategies: Inform
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23.5 Location Granularity

• Context: A service collecting location data about a
user.

• Problem

– Many services require location-based data
– Too much location information may harm the

user’s privacy

• Solution

– Introduce different levels of precision of geo-
graphical data

– Choose most coarse-grained level still useful for
service

• Example

– Weather app might still be precise enough based
on ZIP-based location

• Applied strategy

– Abstract

23.6 Pattern Catalogues

• Two publicly available catalogues of patterns

– https : //privacypatterns.eu/

– https : //privacypatterns.org/

• Both catalogues categorize patterns according to
design strategies

• Beware!

– Not an established canon of patterns as for
design patterns.

– Description quality varies a lot
– Categorizations differ between the catalogues

24 The Dark Side – Privacy Dark Patterns

Goals of this module

- To introduce the concept of privacy dark patterns

- To present examples of privacy dark patterns

24.1 What are privacy dark patterns?

• Recap: privacy patterns are general, reusable
software design solutions to common privacy
protection problems within a given context.

• Privacy dark patterns are general, recurring software
design solutions that constitute common privacy
"infringements" within a given context.

• Not to be confused with anti-patterns

Examples

• Privacy Zuckering

• Bad Defaults

• Forced Registration
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24.1.1 Privacy Zuckering?

• Context: Systems allowing user- specific, modifi-
able privacy settings

• Description:

– Service provider allows users to modify privacy
settings.

– Settings are overly complex or fine- grained, or
difficult to understand.

– Users are likely to give up on modifying settings
or to make unintended changes

• Effect:

– Service provider can claim that users have con-
trol over their privacy settings.

– Users are discouraged from making changes.
– Changes might be unintentional and have un-

desired effects on the user’s privacy

• Example:

– In the past, Facebook was accused to apply Pri-
vacy Zuckering

24.1.2 Bad defaults

• Context: Systems allowing user- specific, modifi-
able privacy settings

• Description:

– After creating an account with a service pro-
vider, privacy settings are set to bad default
values.

– With these values, sharing of personal data is
easy or encouraged.

– Most users will not go through the options and
change the settings to better values.

• Effect:

– Users share more information than they might
have intended to.

• Example:

– Almost every social network service (at least in
the past).

• Remark:

– Very powerful if combined with Privacy Zuck-
ering

24.1.3 Forced registration

• Context: Any service technically not requiring per-
sonal accounts

• Description:

– User wants to use some functionality that is
only accessible after registration.

– The registration is technically unnecessary but
gives the service provider access to the user’s
personal data.

• Effect:

– Users register with service provider.
– Allows provider to track user.
– Sloppy configuration of privacy settings is likely.

• Example:

– Numerous webshops
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24.2 Dark strategies

24.2.1 Why do dark privacy patterns work?

(Because we are humans!)

• Prompting System 1 thinking

– Automatic, fast, unconscious as opposed to effortful, slow, controlled

• Fundamental human needs

– The need to belong – "All your friends will miss you..."

• Other psychological aspects

24.3 Summary

• Privacy dark patterns describes ways of infringing privacy.

• Similarly to privacy patterns, they implement dark strategies.

• They have a strong psychological component.
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